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ABSTRACT: Purification is a widely used technique to calculate idempotent density matrices from a Hamiltonian in large-scale
electronic structure calculations. However, the initial guess of a density matrix usually contains large errors, which require many
iterations to remove them, using standard recursive schemes such as those derived byMcWeeny or Holas. In this Letter, we propose
a way to obtain a converged density matrix much more rapidly by removing the stability conditions that the functions have fixed
points and vanishing derivatives at 0 and 1, assumptions usually made in most traditional purification methods. That is, by extending
the recursive function space, which gives the approximated step function via the generalized nonpurifying intermediate functions,
and optimizing them, we reduce the purification cost approximately by a factor of 1.5 compared to grand canonical purification
algorithms for the linear alkanes, diamondoid, and a protein endothelin that has a very small band gap.

1. INTRODUCTION

In self-consistent field calculations such as Hartree�Fock
(HF) or density functional theory (DFT), the overall com-
putational cost is determined by the formation of the effective
Hamiltonian matrix and calculation of the new density
matrix from it. For the formation of Fock matrix, many
efficient linear scaling algorithms have been developed, for
example, continuous fast multipole methods (CFMM) and
Fourier transform Coulomb (FTC) methods for Coulomb
interactions1�6 and LinK, ONX, and multipole-accelerated
methods for the HF exchange matrices.7�12 For an effective
Hamiltonian in DFT, efficient linear scaling numerical quad-
rature methods for the exchange-correlation potential have
also been developed.13,14

The other important step in self-consistent field (SCF)
calculations, updating the density matrix using the previous Fock
matrix just constructed, is then usually done by diagonalizing
the Fock matrix with O(N3) cost. For small- to medium-sized
systems, diagonalization is not a major bottleneck due to a small
prefactor of the cubic scaling. For this reason, diagonalization is a
preferred choice of density update in almost all quantum
chemistry calculations employing localized Gaussian basis today.
For large systems, however, the cubic scaling of diagonalization
becomes important and, eventually, completely dominates the
overall computational cost due to a higher scaling compared to
the Fock build.

Linear scaling diagonalization-free algorithms have been de-
veloped. Since there are onlyO(N) significant matrix elements in
P for large enough systems, direct minimization of the energy
functional with respect to the density matrix elements leads to a
linear scaling algorithm.15 Alternatively, one can use the fact that
the density matrix (P) commutes with the Hamiltonian (H) and
so can be a direct function of H (e.g., polynomials). In this, one
essentially expresses the density matrix as a Heaviside step
function of the Hamiltonian matrix:

P ¼ hðμI�HÞ ð1Þ

where μ is the chemical potential, I is the identity matrix,
and h( 3 ) is Heaviside step function. One can then approximate
this Heaviside step function as Fermi�Dirac16 or comple-
mentary error functions17 that can be evaluated efficiently with
the Chebyshev polynomials of the Hamiltonian matrix of finite
order.18 This expansion and computation only requires ma-
trix�matrix multiplications (matmuls) and additions which can
be performed with linear scaling efforts due to the locality and
sparsity of the matrices involved. In addition to the direct
computation of eq 1 using matrix polynomials of very high
order, one can also use some recurrence formula, such as that of
McWeeny19 as in eq 2, to purify an appropriately chosen initial
density matrix to satisfy idempotency and ensure occupation
numbers of 0’s or 1’s to approximate eq 1:

Pnþ1 ¼ 3Pn
2 � 2Pn

3 ð2Þ
We determine below that the different diagonalization-free

algorithmsdescribed above (minimization, expansion, or purification)
have different convergence behaviors. For the Fermi operator expan-
sion (FOE) method, error decreases as O(ɛm), where m is the
number of required matmuls related to the degree of polynomial,
while for an improved FOE algorithm with a fast summation
technique, the error decreases more quickly as O(ɛm

2/4). We find a
similar convergence rate to the FOE method, i.e.,O(ɛcm) for some c,
derived for the Curvy-step (CS) method20 since it uses Baker-
Hausdorff expansion, which is also a type of matrix polynomial
expansion, but with a reduced cost due to a better initial guess. For
purification algorithms, if wewrite the densitymatrix at the nth step as
Pn=P+ ɛn, whereP is the exact densitymatrix, thenPn+1 =P+ (3I�
6P)ɛn

2 +O(ɛn
3) withP and ɛn commuting, whereO(ɛn

3) indicates a
matrixwhose elements are on the sameorder ofmagnitude as those of
ɛn
3 (see appendix B in ref 21). With the initial guess of density matrix

specially chosen as eq 3, the absolute value of eigenvalues of ɛn is
always lower than 0.5, and thus P� =P. This initial guess P0 of eq 3 is
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specially designed and scaled for the eigenvalues to lie between the
[0,1] interval in reverse order as part of the purification procedure to
calculate the matrix step function. Therefore, the Tr(P0) does not
mean that it is the true number of electrons in the system, but rather
will be converged to the correct number of electrons during the
purification iterations.

P0 ¼ λ

2
ðμI�HÞ þ 1

2
I ð3Þ

λ ¼ min
1

Hmax � μ
,

1
μ�Hmin

� �
ð4Þ

where Hmax and Hmin are the upper and lower bounds of the
eigenvalue spectrum of the Hamiltonian.21 The errors in the pu-
rification algorithm of McWeeny, for example, decrease as
P � Pn = O(ɛ2

n

) = O(ɛ2
m/2

).
The computational cost to achieve a given accuracy can then

be written as

cost ¼ Oðf�1ðthreshÞÞ ð5Þ
where the error is O(ɛf(m)) and thresh defines the accuracy with
maxerror = 10�thresh. For the curvy-step and FOE methods, the
cost is linearly dependent on thresh. For an improved FOE
method with the fast summation technique, cost =O((thresh)1/2),
and for purificationmethods, cost =O(log(thresh)). Consideration
of these different scaling properties of error reduction for various
density matrix computation methods indicates that purification is a
computationally more efficient way to calculate the density matrix
from the Hamiltonian to achieve a given accuracy compared to
other indirect diagonalization approaches. A similar and more
detailed comparison of various density matrix calculation methods
has also been given recently, leading to a similar conclusion that the
recursive polynomial expansion is generally more efficient than
other minimization methods.22 This Letter is about reducing the
computational cost of existing purification algorithms even further
by lifting one of the usual assumptions traditionally made.

In purification, one can of course go beyond third-order in eq 2
for faster convergence (fewer iterations) toward the true density
matrix. When using the higher-order functions, however, one must
consider the cost to compute the polynomial itself at each iteration.
Recently, we have shown23 that the optimal purification scheme is
obtained when the fifth-order polynomial of Holas24 is repeatedly
applied throughout all iterations, and either the use ofMcWeeny or
higher-order polynomials throughout or the mixed use of different-
order polynomials at different iterations results in higher cost.

Regardless of the forms and degrees of polynomials employed
in the purification algorithm, however, nearly all traditional
purification methods generally assume a convention that at each
iteration the polynomials are required to purify the density
matrix; that is, the polynomials have stable fixed points at 0
and/or 1. However, this procedure of using the true purification
functions at all iterations is not a necessary condition since only
the final converged density matrix needs to be idempotent. In
other words, if some generalized polynomials, even if they are
nonpurifying functions, can reduce the large errors in density
matrix more rapidly than the traditional true purification poly-
nomials, one can consider using these nonpurifying functions
during early and intermediate stages of iterations and apply the
true purification functions, such as those of McWeeny or Holas,
only at the last stages to ensure idempotency.

We call, in this paper, these generalized nonpurifying func-
tions specially designed and optimized to accelerate the conver-
gence “intermediate functions” (MFs), to be distinguished from
a true purification function (PF). To this end, we here suggest
an optimized purification (OP) algorithm that can reduce the
total purification cost in terms of matmuls approximately by a
factor of 1.5 by combining the generalized nonpurifying MFs
and purifying PFs, as compared to the conventional schemes
that usually use PFs repeatedly until the convergence is reached,
such as canonical purification (CP) or grand canonical purifica-
tion (GCP).

2. THEORY

The key aspect of our approach is that we remove the stability
condition that the functions have stable fixed points at 0 and 1 at
each iteration, and we adjust functions differently for each
iteration. That is, we extend the recursive function space, which
gives the approximated step function via the parametrized
functions. We restrict the function space to be explored using
three constraints:
1. maintaining symmetry with respect to the point (0.5,0.5)
2. using the fifth-order polynomials throughout all iterations
3. passing through the two fixed points (1,1) and (0,0).
We use constraint 1 to conserve symmetry during iterations

since the shifted step function has a symmetry around (0.5,0.5)
and the number of matmuls required to evaluate the functions
can be reduced due to symmetry. The reduction in cost due to
symmetry arises since the polynomial with symmetry can be
expanded with either an odd or even function.24 Constraint 2 is
imposed to minimize the computational cost of polynomial
evaluation, motivated by our recent analytical proof23 that the
repeated application of the fifth-order Holas polynomial
throughout all iterations is an optimal scheme for the density
matrix purification when polynomials have stable fixed points at 0
and 1. Here, we extend this theorem to the nonpurifying
polynomials. Constraint 3 is needed to ensure that, once purified
to 0’s and 1’s, they remain as 0’s and 1’s even with the application
of nonpurifying functions. Since all of theMFsmust be applied in
sequence as one “quanta” in OP, without constraint 3, applica-
tion of many nonpurifying functions may yield the matrix that
diverges.

The functional form that satisfies all three conditions de-
scribed above is

f ðx, a1, a2Þ ¼ x þ a1xðx� 1Þ x� 1
2

� �
ðx2 � x� a2Þ ð6Þ

Since we have only two adjustable parameters, a1 and a2,
we search for the optimized functions at each iteration directly,
as described below. If the fifth-order Holas purification process

Table 1. Optimized Parameters for Nonpurifying Intermediate
Functions Defined in eq 6 for Each Iteration in OP5

a

iteration 1 iteration 2 iteration 3 iteration 4

a1 16.05230180 18.01787054 10.80499078 7.284154647

a2 0.486483492 0.394957751 0.417919928 0.315415352

c 0.3515
a c in the last row determines the usable boundary of input eigenspec-
trum defined in eqs 7�9.
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were indeed optimal as in ref 23, one should recover (a1,a2) =
(6,1/3) for all iterations in this extended function space when the
parameters are optimized to produce the best approximate step
function. The fact that the optimal values of (a1,a2) in eq 6 turn
out to be different from those of Holas (as shown in Table 1)
demonstrates that Holas’ polynomial is not optimal if we
generalize the function space to nonpurifying functions during
iterations. A substantial improvement in convergence rate is
indeed obtained with this generalization, as shown below. We
abbreviate the proposed optimized purification scheme using the
fifth-order polynomials as OP5.

3. OPTIMIZATION

The number of intermediate purification functions (MFs),M,
is chosen considering three factors: (i) The more efficient
sequence of polynomials may be obtained with the larger number
of MFs that are optimized; however, (ii) since all of the
optimized MFs must be applied in order as one packet or one
“quanta” (see algorithmic flowchart), the smaller number ofM is
more flexible to apply, and (iii) optimization of the parameters
themselves becomes exponentially more difficult asM increases.
On the basis of this trade-off between the optimized performance
and flexibility, and also since a purification process for calculating
a density matrix typically requires at least four iterations, we set
the number of optimized MFs to beM = 4. In principle, one can
go beyond this, if necessary. We comment on this aspect at the
end of the present Letter.

The region of adjustable parameter space explored is set to be
inside a rectangular space whose edges are (�6,0) and (18,2/3).
This parameter space has a center at (6,1/3) which recovers
Holas’ fifth-order formula. To find the globalminimum for (a1,a2)
using the error function defined below, we explored the entire
parameter space using a dual-resolution, cruder spacing (1.5,1/9)
and a finer spacing (10�10,10�10). All (17 � 7)4 possibilities for

M = 4 were considered to find the local minima at the lower
resolution, which were then subsequently searched for a global
minimum with a finer grid.

We define the error function to determine the optimal para-
meters as follows:

e½FðxÞ,α� ¼

Z 1 þ c

0:5
jFðxÞ � hðx� 0:5Þjα dx

0:5 þ c
ð7Þ

where F(x) is a generalized nonpurifying intermediate function
(MF) that reduces the errors in the density matrix rapidly, i.e.,

F0ðxÞ ¼ x ð8aÞ

FiðxÞ ¼ f ðFi�1ðxÞ, a1ðiÞ, a2ðiÞÞ for i ¼ 1 ∼ 4 ð8bÞ

FðxÞ ¼ F4ðxÞ ð8cÞ
The α can be any positive real number, and c is a parameter that
extends the purification region beyond [0,1] and is determined
by the minimal positive number that satisfies

minc : ½Fð1 þ cÞ � 1�2 > z ð9Þ
In eq 9, z is a tolerance parameter that sets a small allowed
variation of occupancy around the exact occupancy, 0 or 1. We
used z = 0.003. For α, α = 2 may be the most natural choice in a
least-squares sense; however, we regarded this exponent of the
error function also as a variable for a finer optimization. By
generating uniformly distributed random numbers for α in the
interval [1,3] and finding an α that minimizes the error function
in eq 7, we obtained and used α = 1.7199.

The desirable properties of the optimized MFs would include
(i) a large slope near the chemical potential, (ii) a wideness of
eigenvalue spectrum (input) that can be covered by the chosen
intermediate functions, and (iii) a narrowness of the eigenvalue
spectrum (output) of the processed density matrix. The pro-
posed error function, eq 7, is designed to meet these three
conditions as much as possible. First, for i, the larger slope at
the chemical potential would better approximate the step func-
tion and, hence, would require a smaller number of iterations
(in particular for smaller band gap problems). Second, for ii, since
F(P) is a polynomial of P, its approximation of the step function
is only applicable for a limited region of the eigenvalue spectrum,
and the parameter c in eq 9 determines this boundary. In our
approach, the approximate step function has an extended usable
interval [�c,1 + c] instead of [0,1].

4. RESULTS

The optimized nonpurifying MFs are summarized in Table 1,
and the proposed accelerated purification algorithm is summar-
ized in Figure 1 as a flowchart. Purification begins by applying the
optimized nonpurifying MFs to the appropriately chosen initial
density matrix (four iterations in one sweep) followed by the first
convergence check. If the errors are still large, e.g., if the Fro-
benius norm of the difference between the density matrix and
its square is more than N � (10�2)2, where N is a dimension
of the density matrix, one goes back and keeps applying multiple
sweeps of MFs until the criterion of convergence I is met.
Since the functions are designed to make the spectral norm of
errors for the density matrix near 10�2, the repeated iteration
of our intermediate functions must meet convergence I. Once

Figure 1. Flowchart of the optimized purification (OP) algorithm.
|| 3 ||F is a Frobenius norm defined as ||A||F = (Tr(A

TA))1/2, whereN is a
dimension of the density matrix and Tr() denotes the trace of a matrix.
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convergence criterion I is met, one then switches to a standard
true purification function, i.e., the fifth-order Holas polynomial,
and keeps applying the same Holas function until convergence
criterion II (<10�9) is satisfied.

The numerical results for the evenly distributed eigenvalue
spectrum of the Hamiltonian matrix in [�10,10] are shown in
Figure 2, where we compare OP5 and GCP5, where the subscript
5 means that the fifth-order nonpurifying or Holas polynomials
are used, respectively. At first, OP5 appears to have larger errors
than GCP5 during the initial 1�3 iterations, but these nonpur-
ifying MFs in OP5 play an important role in the rapid reduction
of large errors so that the subsequent intermediate function
stabilizes small errors more uniformly and effectively. As a result,
one can visually see a clear improvement of OP5 over GCP5 after
four iterations (1 sweep of OP5). The net effect of applying these
generalized optimized functions (that are not intended to purify
the density matrix) is a small wiggling of the occupation numbers
near 0 and 1, which needs to be purified subsequently. Usually,
1�3 applications of the true purification function are found
to be sufficient to reduce the maximum error below the target
criterion II.

The proposed OP method has a few advantages over the
existing purification schemes using the true purification func-
tions. First, the valid purification region for the fifth-order Holas
polynomial is formally [�0.259,1.259], although traditionally
only the limited interval [0,1] was utilized in density matrix
calculation. In OP, the applicable range of occupation numbers is
wider, [�0.3515,1.3515]. Second, in a graph similar to Figure 2,
the slope or the width of a “rising region” at the chemical
potential can serve as an indicator of accuracy for the approx-
imate step function. Here, we use the latter, i.e., a minimal range

where the occupancy is between 10�2 and 1� 10�2. Under this
measure, we reach the width 0.5 ( 0.009 after four iterations in
the case of OP, which is effectively 0.5 ( 0.005 when the initial
guess is scaled properly. Holas’ fifth-order purification, however,
yields the effective width of the rising region to be 0.5 ( 0.052
(about a factor of 10 larger than OP) after four iterations and
takes eight iterations total to obtain the same accuracy as OP
(width being (0.005).

We implemented the proposed OP algorithm into the devel-
opment version of Q-CHEM25 and assessed its practical perfor-
mance for chemical systems, namely, linear alkane and diamond
structures, using the BLYP density functional calculations at the
STO-3G and 6-31G** bases. The symmetric transformation, i.e.,
S�1/2, where S is overlap matrix, was used for orthogonalization
of the atomic orbital (AO) basis. In Tables 2 and 3, we compare
the performance of OP and other expansion and purification
methods in the literature in terms of the average number of
matmuls required per SCF cycle. For the present calculations, we
used the superposition of atomic density for an initial guess and
Pulay’s DIIS algorithmwith five subspaces for the SCF algorithm.
As shown in Tables 2 and 3, the OP algorithm is faster than the
existing expansion or purification methods by roughly a factor
of 1.5.

To test the performance of OP for smaller band gap systems,
we additionally considered a protein called endothelin that has
328 atoms (or 171 non-hydrogen atoms). For comparison,
C240H482 (alkane) and C100H100 (diamondoid) have HOMO
�LUMO (highest occupied molecular orbital�lowest unoccu-
pied molecular orbital) gaps of 0.877 and 0.310 hartree,
respectively, at the BLYP/STO-3G level, while endothelin has
a HOMO�LUMO gap of 0.039 hartree at the same level.

Figure 2. Efficiency of the OP scheme (OP5) proposed here using the sequence of optimized fifth-order polynomials, compared to that of GCP using
Holas’ fifth-order function (GCP5), along the first four iterations. The x-axis is the eigenspectrum of the Hamiltonian for a toy system with the spectral
width Δε = 20 and the chemical potential μ = 0.
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Endothelin also has a spectral width of 87.8 hartree, yielding ξ/
Δɛ = 0.0004 at the BLYP/STO-3G level, which exceeds the ξ/
Δɛ = 0.01 ratio for which OP is originally designed. For this
small-gap protein, we find that the number of matmuls required
for the purification of the last SCF cycle is 35 for OP5, still
yielding a significant speedup by a factor of 1.6 when compared
with 54 matmuls for both GCP5 and GCP3. Therefore, it
demonstrates the key advantage of OP for a fast error reduction
during the early iterations of purification regardless of the band
gap. Switching to a true purification function (Figure 1) such as
Holas’ then allows OP to handle molecular systems whose band
gaps are beyond the ξ/Δɛ = 0.01 limit.

To numerically assess the previous mathematical proof (and
current extension without proof) that the fifth-order polynomial
is optimal for purifying the density matrix, we compared the
performance (the number of matmuls taken to achieve a target
accuracy) of the OP algorithm proposed here with degrees 3 and
5. For a fair comparison with OP5 where the four fifth-order MFs
were optimized, we used six MFs for the third-order polynomials
in OP3, noting that the application of the four fifth-order MFs
and six third-order MFs requires the same number of matmuls to
evaluate, namely, 12. The optimized parameters for OP3 are
summarized in Table 4. We used the same optimization scheme
to find the optimal third-order polynomials as in the fifth-order
functions. The results in Tables 2 and 3 show that the cost
of matrix computations for OP5 is slightly lower than that of OP3
for selected alkane chain and diamond structures. The number
of matmuls for the GCP3 calculation (using McWeeny) is also
compared with that of GCP5 (using the fifth-order Holas
polynomial), whose results show that GCP5 is indeed marginally
more efficient than GCP3. However, the result for a diamond
structure at the STO-3G basis, where GCP5 required one
more matmul than GCP3 on average, is perhaps due to a fact that
three matmuls must be used to evaluate the fifth-order Holas
polynomial, while two are required in the case of the McWeeny
polynomial.

In the final stage of completing this manuscript, we became
aware of Rubensson’s scaled purification (SP) method,26

which performs impressively compared to existing purification

methods, and we comment on it here. The main idea in SP is to
stretch out the eigenspectrum of the initial density matrix and
fold back to the desired [0,1] interval to accelerate the error
reduction. To compare SP (algorithm 1 of ref 26) and OP,
proposed here, we considered a toy model with ξ/Δɛ = 0.01
(whereΔɛ is a spectral width of the Hamiltonian and ξ is a band
gap). This band gap is chosen since it is the affordable band gap
limit of OP. We compared the errors of OP5 after four iterations
and SP after six iterations, which require the same computational
work. OP5 has an error ||P� P4||2 ≈ 0.008 after four iterations,
where || 3 ||2 is the spectral norm, while the SP algorithm shows
more wigglings with ||P �P6||2 ≈ 0.008 after six iterations. Of
course, it should also be noted that, due to a greater flexibility of
the SP algorithm compared to OP, which must be iterated with
the multiples of m, i.e., 4 in the present case, the relative
performance in practice must yet be seen. The practical perfor-
mance comparison will
also depend on the band gap of a particular system of interest
with a certain spectral width. For example, for a smaller gap ratio
(ξ/Δɛ = 0.005), the SP algorithm has a smaller error (0.091)
than OP (0.165), although it is the beyond the affordable band
gap ratio for which OP is designed. In principle, one can
systematically design a customized set of optimized intermediate
functions in OP for different band gap problems by varying
the number of MFs and reoptimizing them depending on the
band gap.

5. CONCLUSIONS

We have shown that the computational cost of approximating
a matrix step function in density matrix calculations can be
substantially reduced by optimizing the recursive polynomials
used at each iteration differently in an extended function space. In
particular, we proposed the use of generalized nonpurifying
intermediate functions that are optimized to reduce large errors
in the initial density matrix rapidly, which are then subsequently
purified to exact idempotency using a usual purification formula,
such as the fifth-order Holas polynomial. Numerical assess-
ments using density functional calculations for the linear alkane,

Table 2. Average Number of Matmuls Needed to Compute
the Density Matrix Per SCF Cycle for Alkane Chains of
Varying Sizea

STO-3G 6-31G**

method C60H122 C120H242 C180H362 C240H482 C60H122

CP (ref 20) 33 (6) 33 (5) 33 (5) 33 (5) 64 (7)

CS (ref 20) 34 (7) 34 (7) 35 (7) 35 (7) 49 (9)

FOE (ref 17) 27 27 27 27 47

GCP3 30 (6) 30 (5) 30 (5) 30 (5) 40 (7)

GCP5 30 (6) 30 (5) 30 (5) 30 (5) 33 (7)

OP3 23 (6) 23 (5) 23 (5) 23 (5) 31 (7)

OP5 22 (6) 22 (5) 22 (5) 22 (5) 25 (7)
a For GCP and OP, the average number of matmuls per SCF cycle is
calculated to be the same as the number of matmuls for the last SCF
cycle for these molecules. BLYP/STO-3G or BLYP/6-31G** calcula-
tions were performed, and the numbers in parentheses are the total
number of SCF cycles taken for SCF convergence. For OP, the extra
matmuls to calculate the Frobenius norm in convergence criterion I are
also taken into account.

Table 3. Average Number of Matrix Multiplications Per SCF
Cycle for H-Terminated Diamond Structure C100H100

a

method STO-3G 6-31G**

GCP3 32 (7) 45 (9)

GCP5 33 (7) 43 (9)

OP3 23 (7) 37 (9)

OP5 22 (7) 35 (9)
aBLYP/STO-3G or BLYP/6-31G** calculations were performed. For
OP, the extra matmuls to calculate the Frobenius norm in convergence
criterion I are also taken into account. The average number of matmuls
per SCF cycle is calculated to be the same as the number of matmuls for
the last SCF cycle for this molecule.

Table 4. Optimized Nonpurifying Intermediate MFs at Each
Iteration in OP3 That Consists of Six Third-Order
Polynomialsa

iteration 1 iteration 2 iteration 3 iteration 4 iteration 5 iteration 6

a �0.51788 �5.23743 �7.90017 �2.83308 �6.06444 �1.51465
aThe functional form takes f(x,a) = a(x � 1)(x � 1/2)x + x.
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diamond, and a protein endothelin demonstrate that the cost of
purification is reduced by a factor of 1.5 in terms of the total
number of matmuls by using the proposed OP scheme as
compared to the CP or GCP algorithms, regardless of the band
gap. The optimal number of intermediate functions, e.g., four for
OP5, however, may depend on the band gap of a problem of
interest. Although our optimized purification is developed
mainly for a fast computation of the matrix step function from
a given Hamiltonian, since purification is a widely used technique
in electronic structure theory in various contexts, exploring its
advantage in contexts such as in theories that use purification to
guide unconstrained density matrix minimization27 may be an
interesting subject of future study.
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ABSTRACT: A variable dielectric model based on residue types for better description of protein�ligand electrostatics in MM-
GBSA scoring is reported. The variable dielectric approach provides better correlation with binding data and reduces the score
dynamic range, typically observed in the standard MM-GB/SA method. The latter supports the view that exaggerated enthalpic
separation between weak and potent compounds due to the lack of shielding effects in the model is greatly responsible for the
wide scoring spread.

’ INTRODUCTION

Molecular mechanics based scoring methods using all atom
force fields coupled with Poisson�Boltzmann (MM-PB/SA)1 or
generalized Born calculations (MM-GB/SA)2 tomodel solvation
have recently seen an upsurge in popularity. When compared to
docking scoring functions, the physics-based methods provide
improved enrichment in the virtual screening of databases and
better correlation between calculated binding affinities and experi-
mental data.3 Their main purpose is to rescore docking poses in
order to circumvent limitations of the docking scoring functions,
in particular the ones associated with desolvation, intramolecular,
and entropy penalties for the ligands upon binding.

We investigated the performance of our own flavor of MM-
GB/SA when rescoring docking poses of congeneric series for
pharmaceutically relevant targets.4 The correlations with experi-
mental results obtained with the physics-based scoring were far
superior to the ones obtained with the Glide XP scoring function
and competitive with the computationally intensive FEPmethods.4,5

Despite showing good accuracy when applied within a series,
much work is necessary to improve theMM-GB/SAmethod and
gain greater efficiency in drug design. For example, MM-GB/SA
suffers from poor estimation of protein desolvation and a large
dynamic range observed in the scoring when compared to the
experimental range.

In the case of the GB/SA protein desolvation, substituting this
term with the free energy associated with displacing binding-site
waters upon ligand binding estimated by theWaterMapmethod,6

which treats the solvent explicitly, provides superior results.4b,7

As for the large theoretical dynamic range for the binding ener-
gies, that seems to be a direct result of the degree of sampling
since FEP simulations with restricted flexibility as well as MM-
GB/SA approaches that make use of a single configuration for the
protein�ligand complexes are plagued by this.4a Computational
van’t Hoff analysis suggests that the wider scoring spread is affec-
ted by not only missing entropic contributions due to restricted

sampling but also exaggerated enthalpic separation between
compounds.4a

One plausible cause for the exaggerated enthalpic gap is the
application of an internal dielectric constant (εin) of 1 in a model
where protein motions and polarization are not taken into
account. Hence, electrostatic interactions are not shielded enough,
and protein�ligand electrostatic attractions and repulsions are
overestimated, causing the large separation between potent and
weak compounds.4a,b As previously described, when the protein
permanent dipoles are included explicitly but their relaxation,
i.e., the protein reorganization, and the protein induced dipoles
are considered implicitly, the value of εin is not well-defined.8

Warshel and co-workers suggest that εin should be between 4 and
6 for dipole�charge interactions and 10 for charge�charge
interactions.9,10 More recently, a variable dielectric model has
been developed to increase the accuracy in protein side chain
and loop predictions.11 The authors introduced an energy model
where εin is allowed to vary as a function of the interacting
residues.

In this work, we explore the use of a variable dielectric model
based on residue types to alleviate the overestimation of electro-
static effects between protein residues and ligands for improved
MM-GBSA scoring. Since a poor description of protein�ligand
electrostatic interactions could not only result in a wider scoring
spread but also affect the correlation with experimental results,
we decided to use binding data to derive the set of variable dielec-
tric constants. Specifically, the pharmaceutically relevant targets
CDK2, FactorXa, p38, and PDE10A and respective congeneric
series were considered in the optimization process that led to the
set of variable dielectric constants, subsequently tested on two
additional data sets, the human carbonic anhydrase (hCAII) and
a second p38 chemical series.
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’METHODS

Data Sets and System Setup. The crystal structures for
CDK2 (PDB ID: 1E9H), FactorXa (PDB ID: 1FJS), PDE10A
(unpublished structure), both p38 chemical series (PDB IDs:
1KV1 and 1OUY), and hCAII (PDB ID: 2WEJ) were selected.
The 1E9H CDK2 structure was modified as described before,4c

as it is not consistent with the conditions for the biological assay.
All complexes were submitted to a series of restrained, partial
minimizations using the OPLS_2005 force field12 within Macro-
model.13 Prior to the docking calculations using Glide XP,14 the
selected congeneric series of CDK2,15 FactorXa,16 PDE10A,17

p38,18,19 and hCAII20 were submitted to a pre-energy minimiza-
tion using the OPLS_2005 force field and the GB/SA method
as the implicit water model.21 Representative structures for each
chemical series are illustrated in Figure 1. Tables with all deriva-
tives and binding data can be found in the Supporting Information.
In order to accommodate for the fact that the protein structure
used for docking will not in general be optimized to fit a particular
ligand, the van der Waals radii for nonpolar protein atoms
were scaled by a factor of 0.8, while those for the ligands were
not scaled.
MM-GB/SA Rescoring.Our implementation of the MM-GB/

SA rescoring procedure (eq 1) has been described in detail
elsewhere.4 In eq 1, ΔEintra and ΔGsolv are the intramolecular
strain and desolvation penalty for each ligand upon binding. The
conformational entropies (Sconf) in solution were computed
from the probabilities (Pi) assuming a Boltzmann distribution
(eq 2), where kB is the Boltzmann constant. In the bound state, it
was assumed that there was only one conformation accessible to
each ligand; its conformational entropy is therefore zero. Thus,
�TΔSconf is the ligand conformational entropy penalty, multi-
plied by the temperature to convert it into energy. EVDW and
EElect are the protein�ligand intermolecular van der Waals and
electrostatic interaction energies, respectively. EPTN, the protein

energy in the bound state, describes the protein deformation or
strain imposed by each ligand. EGB is the solvent shielding of
protein�ligand electrostatic interactions estimated by the GB
model. This term, generally not included in the scoring as it has
no significant impact on the MM-GB/SA results,4 is necessary
here as it depends on εin. Finally, ΔGsolv

ptn is the protein desolva-
tion term calculated by the continuum model. The final ranking
is obtained by calculating relative binding energies, ΔΔGbind,
using the top-scoring inhibitor as a reference.

ΔGbind ¼ ΔEintra þ ΔGsolv � TΔSconf þ EVDW

þ EElect þ EGB þ EPTN þ ΔGptn
solv ð1Þ

Sconf ¼ � kB ∑
n

i¼ 1
Pi ln Pi ð2Þ

The conformational search for the inhibitors in the unbound
state and energy minimization for the complexes were performed
with BOSS and MCPRO,22 respectively, instead of Macro-
model.13 This was done with the purpose of facilitating the imple-
mentation of the variable dielectric approach. The Zmatrices for
the complexes obtained from the docking calculations, and ligands
in the unbound state were prepared using the pepz program.22

The proteins were considered in their entirety. The protonation
states of histidine side chains were assigned with the assistance of
the software PROPKA 2.0.23 Charge neutrality for the protein
systems in MCPRO was imposed by assigning normal proton-
ation states at physiological pH to basic and acidic residues near
the active site and making the adjustments for neutrality to the
most distant residues. The OPLS-AA force field was used for the
protein.12a The energetics for the ligands were represented with
the OPLS/CM1A force field.24 The CM1A atomic charges for
the neutral ligands were scaled by 1.14.25 The GB/SA solvation
model implemented in BOSS and MCPRO was used.26

The Variable Dielectric Formalism and Implementation.
The focus here is to obtain a set of dielectric constants based on
residue types that improves MM-GB/SA scoring. Protein in-
tramolecular electrostatic interactions were not considered in the
optimization process as the set of optimal dielectric constants for
each residue�residue pair is not necessarily the best that can be
obtained to improve the description of ligand�residue electro-
static interactions. In addition, the EPTN values within a con-
generic series generally fall in a very narrow range due to the con-
straints applied in the energy minimizations for the complexes.4

As this term behaves almost like a constant, it was excluded
from the scoring equation used to develop the variable dielectric
formalism. Although ΔGsolv

ptn , like EPTN, depends on εin, it was
also excluded from the scoring equation, as it is usually very noisy
and deteriorates the correlation with experimental data.4b,c

The energy minimizations for the complexes, however, are per-
formed using GB/SA.
Equations 3 and 4 describe the protein�ligand electrostatic

interactions and the solvent shielding estimated by the GBmodel,
respectively, where qi and qj are charges on atom i belonging to
the protein and j belonging to ligand, rij is their distance, εin is the
internal dielectric constant, εsol is the dielectric constant in water,
and αij is the geometric average of the Born radii αi and αj.

Eelect ¼ ∑
i, j

qiqj
εinrij

ð3Þ

Figure 1. Representative structures for the congeneric series used in
this work. Tables with all derivatives and binding data can be found in the
Supporting Information.
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EGB ¼ � 1
εin

� 1
εsol

� �
∑
i, j

qiqjffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
rij2 þ α2

ij exp
rij2

4α2
ij

 !vuut
ð4Þ

If εin adopts different values depending on the residue type k
interacting with the ligand, eqs 3 and 4 have to be rewritten as
shown in eqs 5 and 6. The dielectric constant εin(k) is assigned for
the interactions between all atoms i belonging to the residue type
k and the ligand atoms j. The side chains for all polar (Ser, Thr,
Asn, Gln) and ionizable residues (His, Lys, Arg, Asp, Glu), which
are expected to be more polarizing, were considered individually
in the optimization. All remaining residue side chains and back-
bone atoms were bundled in a group called “other”. For sim-
plicity, neutral and protonated states of the ionizable residues
were not treated separately. The dielectric constant εin(k) for a
given residue�ligand pair is the same whether the residue
interacts with a neutral or charged ligand.

Eelect ¼ ∑
k

1
εinðkÞ

∑
i ∈ k, j

qiqj
rij

ð5Þ

EGB ¼ � ∑
k

1
εinðkÞ

� 1
εsol

 !
∑

i ∈ k, j

qiqjffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
rij2 þ α2

ij exp
rij2

4α2
ij

 !vuut

ð6Þ
Five different values (1, 2, 4, 8, and 20) were considered for

every residue type (Ser, Thr, Asn, Gln, His, Lys, Arg, Asp, Glu,
and other). Computational efficiency was achieved by obtaining
the inner summation terms in eqs 5 and 6 for every residue k
through one single point calculation per complex using the geo-
metries obtained with εin = 1. No cutoffs were applied to the
protein�ligand electrostatic interactions. The inner summation
terms were then combined with 510 dielectric constant permuta-
tions outside of MCPRO to generate the MM-GB/SA scores
corresponding to each set of Eelect and EGB values. Their per-
formance against the experimental data was judged on the basis
of correlation coefficients (R2) and predictive indices (PI).19 The
latter is a measure of how accurate the predicted rank order is
compared to the experiment, with�1, 0, and +1 meaning oppo-
site, random, or perfect predictions, respectively. The set of die-
lectric constants that overall provided the best R2 and PI values

for the training set targets and ligands was selected and then
tested on two additional data sets.

’RESULTS AND DISCUSSION

Residue-Based Dielectric Constant Optimization. In the
optimization process, 510 combinations of dielectric constants
based on the residue type were generated for each system in the
training set, CDK2, FactorXa, PEDE10A, and the p38 urea series
(p38_u). The combinations that provided the MM-GB/SA
scores with the best agreement with binding data based on
R2 and PI values for each target individually were set aside.

Table 1. Optimal Set of Residue-Based Dielectric Constants (εin(k)) for the Targets Individually and Best Overall

res type CDK2 FactorXa PDE10A p38_u optimal

Ser 20 1 1 1 20 1 20 20 1

Thr 20 2 20 2 1 2 1 1 4

Asn 1 1 20 1 20 8 1 4 2

Gln 1 1 1 20 4 2 1 1 1

His 20 1 20 20 20 1 1 20 4

Lys 2 2 20 1 20 20 1 1 2

Arg 1 1 1 1 2 1 20 20 20

Asp 1 8 20 20 2 20 20 20 2

Glu 20 20 1 1 1 1 20 20 8

Other 1 1 4 8 20 4 20 2 4

R2 = 0.56 PI = 0.76 R2 = 0.68 PI = 0.90 R2 = 0.53 PI = 0.71 R2 = 0.58 PI = 0.75

Figure 2. Ligands in their binding sites. Only the polar and ionizable
residues within 6 Å from each ligand are shown for CDK2, Factor Xa,
PDE10A, hCAII, and the p38 urea (p38_u) pyridazo-pyrimidinone
(p38_pp) series.
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Table 1 illustrates the combinations for each target that maximized
R2 and PI separately. Although the combinations listed in Table 1
are the very best for each system according to each metric, there
were few other solutions that provided just slightly worse results.
The set of optimal dielectric constants for all targets simultaneously
was derived by verifying the combination whose R2 and PI values
deviated the least from each individual’s best (Table 1).
Figure 2 shows the polar and ionizable residues within 6 Å

from the ligands depicted in Figure 1 for the systems that belong
not only to the training set but also to the test set, hCAII and
the p38 pyridazo-pyrimidinone (p38_pp) series. As electrostatic

interactions are very long-range, it is obvious that polar and
ionizable residues beyond 6 Å are also relevant; their interactions
with the ligands are included in Eelect and EGB. Although the
optimal set of dielectric constants is a function of the specific
residue�ligand interactions in the training set and inaccuracies in
the charges of the force field of choice, it is tempting to physically
interpret the εin(k) values obtained. Here, Arg and Glu have the
largest εin(k) values, 20 and 8, respectively, which seems reason-
able since those residues, very flexible and polarizing, can be
more easily shielded. The optimal value for Asp, with a shorter
side chain and reduced flexibility when compared to Glu, is 2.

Table 2. MM-GB/SA Results Using Standard and Variable Dielectric Protein�Ligand Electrostatics

target Na outb R2 STDc R2 NOd R2 VARe PI STD PI NO PI VAR DRf STD DR NO DR VAR

CDK2 36 7 0.48 0.41 0.52 0.69 0.66 0.73 17.6 13.7 13.1

FactorXa 22 3 0.59 0.09 0.66 0.84 0.37 0.87 14.8 6.3 9.3

PDE10A 28 0 0.47 0.52 0.51 0.65 0.69 0.67 8.3 6.7 7.1

p38_u 36 2 0.33 0.56 0.55 0.46 0.67 0.71 20.9 21.0 21.9

hCAII 17 2 0.32 0.39 0.58 0.63 0.74 0.75 11.9 10.9 7.8

p38_pp 17 3 0.41 0.49 0.43 0.68 0.70 0.70 10.5 9.4 10.5
aNumber of total compounds in each series. bNumber of outliers removed. c Standard dielectric protein�ligand electrostatics (STD). dNo
protein�ligand electrostatics. Eelect and EGB are removed from the scoring equation (NO). eVariable dielectric protein�ligand electrostatics
(VAR). f Score dynamic range (DR) in kcal/mol.

Figure 3. MM-GB/SA scoring versus experimental results using standard and variable dielectric protein�ligand electrostatics, and with the Eelect and
EGB terms removed for two systems, Factor Xa (left) and p38_u (right).
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Interestingly, a much smaller dielectric constant was obtained for
Lys in contrast to the one for Arg. In a study of residue density in
proteins,27 it became evident that in spite of evolutionary rela-
tedness, Arg is more buried and more frequently involved in salt
bridges, hydrogen bonds, and cationic�aromatic contacts. It is
then plausible that a larger εin(k) value than that for Lys emerges
for Arg in the optimization process. In the case of the polar and
the ionizable His residues, found to be in its neutral state in the
majority of the cases here, the εin(k) values are fairly small, ranging
from 1 to 4. For three of the five residues, the dielectric constants
seem to be correlated with the magnitude of the side chain dipole
moments, with the εin(k) value for His > Asn > Ser. As for Gln and
Thr, the dielectric constants obtained seem to be counterintui-
tive when compared to their closest analogs, Asn and Ser, res-
pectively. The optimal εin(k) value for the more flexible side chain
of the pair is actually smaller; this might be a function of the
specific residue distributions for the targets in the training set.
Finally, the εin(k) value of 4 for the set that contains all remaining
side chains might be somewhat high because it also contains all
backbone atoms.
Standard versus Variable Dielectric MM-GB/SA Scoring. It

should be noted that the variable dielectric approach was unable
to recover some outliers in the training set in the preliminary
rounds of dielectric constant optimization. Those compounds
had to be ultimately excluded before the optimization round that
led to the εin(k) values in Table 1. The number of outliers remo-
ved, in both the training and test sets, is listed in Table 2. Except
for CDK2, the outliers represent between 0% and 15% of the
compounds in each series and are highlighted in the tables
provided in the Supporting Information. The balance between
the number of remaining binding data points in the training set
(110) and the number of adjustable εin(k) values (10), a 11:1 ratio,
seems appropriate and suggests that the set of dielectric
constants obtained might be applied more widely. Table 2 illu-
strates the R2 and PI values obtained using the standard and
variable dielectric MM-GB/SA scoring procedures, the latter
using the optimal εin(k) values in Table 1. The results where Eelect
and EGB are removed from the scoring equation are also included
for comparison. They provide a baseline for the cases where the
standard dielectric MM-GB/SA performs poorly. In those cases,
the variable dielectric approach should at least outperform the
scoring equation with Eelect and EGB removed.
It is disturbing that the scoring equation with no protein�

ligand electrostatics performs better than the standard MM-GB/
SA in four out of the six systems (Table 2). Factor Xa, where Eelect
and EGB are critical, and CDK2, where they marginally improve
the results, are the only exceptions. In Factor Xa, the most potent
compounds of the series establish a key hydrogen bond with the
catalytic triad Ser residue (Figure 2), which cannot be described
without the electrostatic terms. Although it is difficult to pinpoint
whether the deterioration of the correlation with experimental
data when Eelect and EGB are introduced has its origin in the force
field charges, the lack of explicit polarization, or the lack of dyna-
mical screening due to the use of a single structure for the com-
plex, it is clear that the variable dielectric approach improves the
description of protein�ligand electrostatics. It performs better
than standard dielectrics in all cases, including the two systems in
the test set, hCAII and p38_pp. Figure 3 illustrates the results for
Factor Xa and p38_u using the different MM-GB/SA scoring
approaches. Plots for all systems can be found in the Supporting
Information.

It is also reassuring that the performance of the variable
dielectric approach is at least equivalent or superior to the scor-
ing equation with Eelect and EGB removed. A scoring method that
describes protein�ligand electrostatic interactions properly as
well as the fine balance with the desolvation penalty process is
highly desirable since the introduction of polarity, which drives
the compound to a better property space,28 often kills or attenu-
ates binding affinity. One should note that the variable dielectric
approach will not necessarily provide significant improvements
over the standard electrostatic treatment for all cases. This is
illustrated in Table 2 for a couple of systems, PDE10A and
p38_pp. In those instances, the residues around the ligand are
mostly nonpolar, and the electrostatic interactions between them
are not appreciably large (Figure 2). Specifically, the combined
Eelect and EGB terms for all ligands in the congeneric series
obtained with εin = 1 range from �1.9 to �0.2 kcal/mol and
�3.6 to 0.0 kcal/mol for PDE10A and p38_pp, respectively. In
other words, protein�ligand electrostatic interactions play a
minor role in the rank-ordering for the PDE10A and p38_pp,
and the attenuation or exclusion of Eelect and EGB has no impact
on the results. This contrasts with p38_u, for example, with a
much wider range (�11.8 to +1.9 kcal/mol) for the combined
Eelect and EGB terms. The protein conformation (DFG out) for
p38, the chemical series, and binding mode are very different,
with the urea group establishing hydrogen bonds with a Glu
residue and a backbone NH (Figure 2). In this case, the variable
dielectric approach greatly helps since Eelect and EGB are relevant.
Finally, Table 2 indicates that the variable dielectric approach
reduces the score dynamic range (DR) in four of the six systems,
although no attempt has been made to improve DR in the opti-
mization process. This supports the view that the exaggerated
protein�ligand electrostatic interactions due to the lack of
shielding effects in the standard MM-GB/SA model are indeed
a key factor in its wide scoring spread.
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ABSTRACT: The nonlocal van der Waals density functional VV10 (Vydrov, O. A.; Van Voorhis, T. J. Chem. Phys. 2010, 133,
244103) is tested for the thermochemical properties of 1200+ atoms andmolecules in the GMTKN30 database in order to assess its
global accuracy. Five GGA and hybrid functionals in unmodified form are augmented by the nonlocal (NL) part of the VV10
functional (one parameter adjusted). The addition of the NL dispersion energy definitely improves the results of all tested
functionals. On the basis of little empiricism and basic physical insight, DFT-NL can be recommended as a fully electronic, robust
electronic structure method.

’ INTRODUCTION

Accounting for the missing van der Waals (vdW, dispersion)
forces1,2 in standard Kohn�Sham Density Functional Theory
(DFT) has become essential in many studies of chemical and
physical electronic structure problems. Over the past decades,
significant development (for an overview see ref 3) has been
followed with great success yielding methods which are not only
efficient but also accurate in describing a broad range of chemical
and biological systems.4�6 Common approaches use atom pairwise
additive schemes,7 extensive density functional parametrization,8 or
effective one-electron potentials9 (for mixed density-based/atom
pairwise schemes, see refs 10�13).

A different route is followed by the van der Waals Density
Functionals (vdW-DF).14�16 These methods use as input to
compute the Non-Local (NL) dispersion contribution only the
electron density. The recently developed vdW functional VV10 of
Vydrov and Van Voorhis17 currently seems to be the most promis-
ing candidate for a general and accurate method. For molecules
involving weak hydrogen bonds, which are significantly influenced
by dispersion interactions, the VV10 functional (and to a lesser
degree also the vdW-DF216) showed remarkably good performance
in a recent study conducted in our group.18 One achievement of
VV10, besides its simplicity, is a consistent description of inter-
action energies and equilibrium distances. A unique feature of the
vdW-DFs is that the change of the electron density due to dispersion
effects is accounted for, if implemented self-consistently. Further-
more, these methods—based on first principles—use only one
(vdW-DF2) or two (VV10) global empirical parameters, which are
necessary for a seamless and consistent connection with the
necessary semilocal DF parts.

So far, VV10 has mainly been tested for noncovalent interac-
tions (NCI), and it is not really known how it performs for more
complicated energetic properties (only six atomization energies
have been investigated in ref 17). Because the long-range
dispersion energy can be considered as becoming part of the
“normal” electron correlation,19,20 dispersion corrections also

influence the description of thermochemistry where typically
strong bonds are formed. A very convenient and unbiased way to
asses the “global” accuracy of VV10 is using the GMTKN306

database that was recently developed in our group. This bench-
mark covers 30 subsets related to general main group thermo-
chemistry, kinetics, and NCI. In total, it encompasses 1218
single-point calculations and 841 data points (relative energies);
therefore, it turned out to be ideal for the evaluation and
development of DFT methods. The subsets of the GMTKN30
database are divided into three major sections, which are dis-
cussed below for analysis purposes.

We utilize the GMTKN30 database to evaluate the original
VV10 functional and its nonlocal part with other GGA and hybrid
density functionals. To put this into broader perspective, we
compare its performance with plain DFT and the nondensity-based
DFT-D37,20 method, which is already known to improve the
accuracy of standard DFT significantly.5 Besides the fundamental
question of practical applicability of VV10-type functionals, one
important aspect of the present work is whether the NL part can be
added to standard functionals, and whether double-counting effects
of correlation between the semilocal and NL components play
a role.

’METHODS AND COMPUTATIONAL DETAILS

The GMTKN30 benchmark database used in our study
employs a weighted total mean absolute deviation of relative
energies (WTMAD, for details, see ref 6) as a measure of
accuracy, which is also used here. As usual, fixed molecular
structures are used. The original vdW functional VV10 as
proposed by Vydrov and Van Voorhis17 and in addition five
new variants of it are evaluated in detail. In its original formulation,
VV10 uses the underlying GGA functional rPW86PBE.21,22 We
combine the GGA density functionals BLYP23,24 and revPBE22,25
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and the global hybrids B3LYP,26,27 B3PW91,26 and revPBE025,28,29

with the NL part of VV10 and fit the latter to the S2230 set of NCI
energies by adjusting only one parameter. The GGA parts are not
modified as in DFT-D3, which facilitates comparison and allows
a convenient implementation in existing program packages. The
choice of (hybrid)GGAs has been made without any special
intention (except for B3LYP, which is the most widely used
functional), and we do not expect this to have any effect on our
basic conclusions.

The total exchange-correlation (XC) energy of the original
VV10 is defined in eq 1. It is composed of the refitted Perdew�
Wang21,31 exchange (rPW86) with PBE22 correlation and an NL
term, which covers the (mainly) long-range dispersive energy:

EVV10xc ¼ ErPW86PBE � NL
xc

¼ ErPW86
x þ EPBEc þ EVV10c � NL ð1Þ

The NL term is given by the following double-integral:

EVV10c � NL ¼
Z

dr FðrÞ β þ 1
2

Z
dr0Fðr0Þ ϕðr, r0Þ

� �
ð2Þ

where F is the total electron density, and the definition of the
kernel ϕ(r,r0) and β is as follows (in atomic units):

ϕðr, r0Þ ¼ � 3
2gg0ðg þ g0Þ, g ¼ ω0ðrÞR2 þ kðrÞ,

g0 ¼ ω0ðr0ÞR2 þ kðr0Þ, R ¼ jr� r0j,

ω0ðrÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
C

�����
∇FðrÞ
FðrÞ

�����
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3
FðrÞ

vuut ,

kðrÞ ¼ b
3π
2

FðrÞ
9π

� �1=6
, β ¼ 1

32
3
b2

� �3=4
ð3Þ

In the original definition, the short-range attenuation param-
eter b appearing in k and β was fitted to the S22 set30 of NCIs
(b = 5.9 for rPW86PBE). We also used the S22 set to obtain
optimum values of b for the other five functionals. The other
parameterC = 0.0093 in Ec�NL

VV10 , which determines the long-range
behavior, was always set to its original value (as recommended for
GGAs17) because initial optimization tests lead to only minor
improvements. Note that the estimated accuracy for asymptotic

Figure 1. The weighted total mean absolute deviation (WTMAD) for the entire GMTKN30 database (a) for the three GGA functionals rPW86PBE,
BLYP, and revPBE as well as the three global hybrids B3LYP, B3PW91, and revPBE0 are compared with the values for the corresponding DFT-D3 and
DFT-NL augmented versions. Plots b�d show the corresponding results for its subsections.
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molecular dispersion coefficients is slightly better for D3 than for
VV10 (mean relative errors of 5% and 9%, respectively7,17). We
obtain optimum values for b (in atomic units: 4.0 (BLYP), 3.7
(revPBE), 4.8 (B3LYP), 4.5 (B3PW91), and 4.3 (revPBE0),
respectively) which are all slightly smaller than that for rPW86PBE.
For convenience, we will abbreviate the combination of the VV10
nonlocal correlation part (with the above optimized b values) with a
particular density functional DF as “DF-NL” (e.g., B3LYP-NL),
which resembles the nomenclature in DFT-D3 where the corre-
sponding method is named “B3LYP-D3”.

The sensitivity of the results on the parameter b is not very
pronounced for changes of about (10%, as shown in the
Supporting Information. We also tried to obtain a general formula
for the parameter b for hybrid density functionals depending on
the amount of Fock-exchange admixture. For this purpose, we also
added the Ec�NL

VV10 term toHartree�Fock (HF) and revPBE38 (i.e.,
revPBE with a larger Fock-exchange admixture of 3/8 = 37.5%
instead of 0% in revPBE and 25% in revPBE0). For the two
methods HF-NL (b = 3.9) and revPBE38-NL (b = 4.7), we
computed S22 data and obtained very reasonable MAD values of
0.47 and 0.26 kcal/mol, respectively. However, we found no
simple relation between the optimum value of b and the amount
of Fock exchange included and hence suggest optimization of b
for every new density functional individually. The HF-NL and
revPBE38-NL methods are not discussed further.

In our current implementation,18 a standard SCF run with the
semilocal (hybrid) potential is performed first, and the Ec�NL

VV10

term based on the converged density is added. This non-self-
consistent procedure is quite accurate14�18,32�35 and also con-
sistent with the DFT-D3 treatment.

The simplest way of providing an asymptotically correct�R�6

dependence of the dispersion energy on the intermolecular distance
R is the DFT-D approach (for a recent review see, e.g., ref 3).
Opposed to vdW-DFs, the method provides a nonelectronic
dispersion energy without any significant additional computational
cost. Recently, we tested the new DFT-D37 with Becke’s and
Johnson’s (BJ) rational damping function.10,36,37 This so-called BJ-
damping20 leads to a constant contribution of dispersion to the total
correlation energy from each spatially close pair of atoms, which
resembles the seamless description in VV10, which also includes a
finite Rf 0 component.17 In the following, we use the term “DFT-
D” as a synonym for “DFT-D3(BJ)” (and “-D3” for “-D3(BJ)”).

All DFT calculations were carried out with a locally modified
version of the ORCA38 program. The computations employ the
resolution of the identity method (RI)39 and the huge def2-QZVP
AO basis set, which provides results quite close to the basis set limit
(for details, see refs 5 and 6). For the numerical quadrature in the
SCF calculations, we chose Grid6, and for the NL calculations, we
usedGrid4 in theORCAprogram. Basis set superposition errors are
negligible for (hybrid)GGA computations with such a large basis
set,40 and consequently, counterpoise corrections are not applied.

’RESULTS AND DISCUSSION

We first discuss results of the three methods DFT, DFT-D3,
and DFT-NL for the entire GMTKN30 database and its three
subsections (for a detailed description, see ref 5). The deviations
for individual sets are shown then for the example of B3LYP only.
We end our discussion with the presentation of results for NCI in
S22 and S6641 sets. More detailed statistical information can be
found in the Supporting Information.

It is clear from our recent studies5�7,20 that dispersion
corrections to standard DFs significantly improve the accuracy
for almost all chemically relevant properties (often by several
kilocalories per mole). As can be seen in Figure 1, this holds true
for DFT-D3 but, importantly, also for DFT-NL. This is a very
fundamental result, as it shows that a slightly adjusted NL term
together with a standard density functional treatment can be used
not only for NCI (for which it was originally developed) but also
for general thermochemistry. We are very satisfied to note that
two fairly different dispersion corrections (D3 and NL) that,
however, try to describe the same physical effects both perform
very well for six different density functionals.

For the complete set, the WTMADs for uncorrected GGAs
and hybrids are 6�8 kcal/mol and 5�6 kcal/mol, respectively.
This is reduced to about 4.8 kcal/mol with D3 and NL correc-
tions for all three GGAs. The hybrids benefit similarly and the
WTMADs are reduced to around 3 kcal/mol. Except for B3PW91,
for which the D3 correction seems to be superior, the perfor-
mance of D3 and NL is very similar.

Dispersion corrections for DFT were originally designed with
a focus on weakly (noncovalently) bound complexes, and for
completeness we discuss the results for this NCI subset of
GMTKN30 briefly (see Figure 1b, results for the S2230 and
S6641 sets are discussed separately below). As expected, the
improvements by D3 and NL corrections are largest here. DFT-
D3 performs slightly better for four out of the six functionals, but
again, the accuracy of both approaches is rather similar. The
resulting average errors of about 1 kcal/mol or better are highly
satisfactory, keeping in mind that this part contains difficult
conformational problems as well as large systems (e.g., (H2O)20
clusters with dissociation energies of about 200 kcal/mol).

Although not especially designed for thermochemical applica-
tions, D3/NL corrected functionals provide very encouraging
results for important chemical reaction energies and improve
plain DFT significantly (see Figure 1c). This is a main result of
the present work and attributed to a significant contribution of
relatively short-ranged intramolecular dispersion energies to the
considered chemical reactions. Note that such thermochemical

Figure 2. MAD values for all 30 sets of the GMTKN30 database are
shown for B3LYP, B3LYP-NL, and B3LYP-D3. For better comparison,
the NCI sets (left part) were scaled by a factor of 2.
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data have not been used in the fitting of the empirical parameters
contained in D3/NL. The chemical reactions in this section of
GMTKN30 do not contain systems obviously dominated by
“classical” long-range dispersion effects. Although the largest
corrections are obtained for large (dense) molecule reactions
(e.g., ISOL, DARC or BSR36 sets) where important dispersion
effects are understandable, we also note improvements for sets
containing relatively small molecules (e.g., ISO34). For a further
discussion, see below and Figure 2. The WTMADs for reactions
are almost halved in all cases. DFT-NL seems to outperform
DFT-D3 here, as it provides better results for four functionals.
This seems to be clear as the change of electronic structure
during a chemical reaction is captured better by a density-based
method than by an atom-pairwise approach. Compared to other
more modern DFs (like M06-2X, PW6B95, or double-hybrids,
see ref 5), the B3LYP-NL method provides a slightly worse but
competitive accuracy. Note also the very good results for the
“inexpensive” (GGA based) revPBE-NL functional. The better
performance of the four (out of six) DFT-NL functionals
compared to DFT-D3 for reaction energies results basically from
a better description of bond separation reactions of saturated
hydrocarbons (BSR36), Diels�Alder reactions (DARC), and to
some extent also dimerization energies of ALX3 compounds
(AL2X, see also below for a discussion of B3LYP results). For
these sets, the DFT-NL method reduces the error, compared to
DFT-D3, by about a factor of 2.

These results are very promising. However, one should keep in
mind that the NL term (and similarly the D3 correction in the
BJ form) is attractive for short interatomic distances, which
might lead to double-counting of electron correlation. The basic
properties section of GMTKN30 consisting of, e.g., atomization
energies, ionization potentials, electron/proton affinities, and
barrier heights of small molecules can be used to test this. As can
be seen in Figure 1d, there are indications for such double-
counting effects which are, however, small. Only for revPBE and
B3PW91 we find slightly worse results for DFT-NL compared to
plain DFT, and for B3LYP both corrections even improve upon
DFT. We have tried to analyze this in more detail by, e.g.,
inspection of the results for the atomization energies (W408)
where the dispersion energies of the atoms are small (or zero for
D3) and the molecules are systematically stabilized (as also seen
from shortened covalent bond lengths in ref 17).

While for some functionals the MAD for W408 increases by
about 30% (rPW86PBE and BLYP) with the NL correction,
B3LYP improves slightly (from 4.3 to 3.9 kcal/mol), and
revPBE0 benefits a lot (decrease from 9.8 to 5.5 kcal/mol).
Apparently, this behavior is rooted in the sign of systematic errors
of the uncorrected functional, i.e., already overbinding func-
tionals become worse with NL terms and vice versa. This is
also the reason why barrier heights of small systems (BH76 set)
are mostly worse (typically, the MAD increases by 20%) with
dispersion corrections: due to self-interaction error, the values
are already systematically too low with the tested plain func-
tionals, and the more compact (dense) transition states are
further stabilized by the dispersion corrections. Note that this
does not hold for the peri-cyclic reaction barriers (BHPERI),
which are mostly better with D3/NL corrections. We attribute
this to much lower self-interaction errors compared to BH76,
where mainly atoms or small molecular fragments are involved.
Overall, we think that the mentioned double-counting effects are
present but smaller than onemight expect, and in noway a reason
to dismiss the corrections for the vast majority of applications.

Because B3LYP is still widely used and moreover representa-
tive for many short-range over-repulsive functionals, we discuss
its performance for the individual sets of GMTKN30. The results
are shown in Figure 2. From the six VV10-type functionals,
B3LYP-NL performs best for the complete set, and theWTMAD
of 3.2 kcal/mol can be considered as being good for a hybrid with
a relatively low fraction of Fock exchange. The best available
hybrids yield values of 2.2�2.5 kcal/mol for this property;
the average WTMAD for 23 D3-corrected hybrid functionals is
3.3 kcal/mol.5 Especially for reaction energies and basic proper-
ties, B3LYP-NL performs well while still being average for NCIs.
From Figure 2, we note that B3LYP benefits most from the
correction for intermolecular dispersion (IDISP), bond separa-
tion reactions of saturated hydrocarbons (BSR36), Diels�Alder
reactions (DARC), difficult cases for DFT (DC9), and isomer-
ization reactions of large organic molecules (ISOL22). For these
sets, B3LYP-NL also clearly outperforms B3LYP-D3, which
indicates that electron-density related effects are crucial for these
difficult reactions. This view is further supported by the good
results for the challenging systems in the “mindless reactions”
(MB08165) set. The reason for the good performance of B3LYP-
NL seems to be its short-range over-repulsive behavior leading to
less double-counting effects. However, as already mentioned, some
of these still remain, as can be seen for water clusters (WATER27),
reaction energies of small systems (G2RC), barrier heights (BH76),
ionization potentials (G21IP), and electron affinities (G21EA).
Other sets that are slightly worsened are O3ADD6 (systems with
multireference character) or sets related to self-interaction error
(SIE11 or BH76).

Finally, we want to present results for the very popular S2230

benchmark set for NCI. It has recently been extended to a more
representative collection of complexes by the Hobza group41

(S66), and we take it here as kind of a cross-check for the
performance for NCIs.

The rows are ordered according to decreasing MAD for S22
with DFT-NL. As can be seen from Table 1, all methods perform
very well, as evident from MADs < 0.5 kcal/mol. The MADs
without corrections are larger by a factor of 5�10, which makes
the plain functionals almost useless for the study of NCIs. The
MADs with the NL correction for S22 and S66 are highly
correlated with each other. For both sets, the revPBE-type
functionals perform best. For S66, the other four functionals

Table 1. MAD (kcal/mol) for the S22 and S66 Non-Covalent
Interaction Benchmark Sets with Dispersion Corrected
Functionals

S22 S66

NL D3 NL D3

B3LYP 0.48 0.31 0.48 0.32

B3PW91 0.45 0.47 0.50 0.33

BLYP 0.40 0.25 0.40 0.21

rPW86PBE 0.37a 0.30 0.45 0.35

revPBE 0.29 0.44 0.21 0.31

revPBE0 0.18 0.28 0.24 0.22
aThe deviation to the value of 0.31 kcal/mol given in ref 17 results from
different basis sets employed (def2-QZVP/noCP vs aug-cc-pVTZ/CP),
a different type of integration grid, a non-self-consistent treatment of the
electron density, and the use of slightly different reference values which
we take from the recent S22 revision.42
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perform similar but somewhat worse. With D3, the performance
ordering is similar for the S66 set (except for BLYP, which is the
best D3-functional), while no such relation is seen for S22.
Overall, revPBE and revPBE0 are very good with both correc-
tions for NCIs, but all other combinations can be recommended
as well. These data further indicate that the choice of the fitting
set for determining the value for the parameter b should have
only a minor impact on the results. We also note in passing that
the theoretically motivated choice for rPW86PBE (being more
Hartree�Fock like21) as a GGA component in VV10 (and
vdW-DF2) does not lead to markedly better accuracy in these
benchmarks compared to the other GGAs.

’CONCLUSIONS

In this work, we assessed the performance of various nonlocal
VV10 dispersion energy functionals with the GMTKN30 ther-
mochemical database. We augmented the (hybrid)GGA func-
tionals BLYP, revPBE, B3LYP, B3PW91, and revPBE0 with the
individually refitted nonlocal (NL) part of VV10. All VV10-type
functionals perform very well for the complete GMTKN30
database and achieve an overall accuracy comparable to that of
the popular atom pairwise DFT-D3 correction. The density-
based dispersion correction yields smaller errors for some
important chemical reaction energies. This high accuracy comes
at no expense in the description of noncovalent interactions, as
tested in detail for the very representative S66 set.

Possible electron correlation double-counting effects are dis-
cussed but overall found to be of minor importance. In agreement
with ref 17, we find that the VV10 correction works best with
functionals that give no significant binding for van der Waals
complexes. It can be expected that slight readjustments or even a
simple increase of the amount of Fock exchange in the hybrids
(because GGA exchange functionals also mimic correlation effects)
might remedy most of the mentioned double-counting effects.

Our study shows that B3LYP-NL provides the best accu-
racy for reaction energies, basic properties, and the complete
GMTKN30 database compared to the other tested VV10-type
functionals, while still being reasonable (but not optimum) for
noncovalent interactions. In that form, it can be recommended as
a general-purpose electronic structure method. However, these
overall very exciting results suggest that even higher accuracy
might be obtained by combining the NL correction to better,
specially designed semilocal functionals. Work in this direction is
in progress in our laboratory.

Currently, DFT-D3 still remains the method of choice for
many applications because it combines high accuracy with compu-
tational efficiency, in particular for routine structure optimizations. It
further facilitates analysis and understanding of the dispersion
contributions, which seems to be more difficult at a nonlocal,
density-based level. Nevertheless, the very good agreement between
the two conceptually very different dispersion corrections is satisfy-
ing. We seem to have achieved a basic understanding of electron
correlation effects that were previously missing in DFT. At the
current stage of knowledge and technical implementation, we can
recommend DFT-D3 structure optimizations/dynamics checked
by DFT-NL single-point computations. Future research should also
investigate howboth corrections describe nonequilibrium regions of
potential energy surfaces and in particular metal-containing systems
for which DFT-NL seems to be preferable.
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ABSTRACT: In this work, the multibox (M-box) simulation scheme is introduced, which can be considered as a generalization of
the QM/MM scheme for multifragment (molecular) systems. This scheme exploits the natural locality of multifragment molecular-
based systems by mapping the system into force-coupled block subspaces. Where defined in this way, the entire system can be fully
modeled under a quantum mechanical force field. This allows the description of each subspace explicitly by means of a robust
electronic structure theory without the requirement for large computational resources. An adequate block-to-block coupling by
means of shared subsystem fragments is applied to preserve the long-distance structural correlation in the system during a molecular
dynamic (MD) simulation. Since electronic structure descriptions play a central role in the formulation of several parametric models
for charge or energy transport, we expect that this space�time correlated scheme can become a reliable computational tool for
charge/energy transport/transfer applications. The efficiency of the method is demonstrated by performing statistical and time-
resolved analysis using both the multifragment box and full ab initio approaches. We illustrate the method using as examples the
melting process of a one-dimensional benzene chain (weak interaction situation) and NVE dynamics for the CnHn polymeric chain
(strong interaction situation). We also have extended the threshold of applicability of our model, demonstrating how it can cope
with MD simulation with more complex systems and processes.

1. INTRODUCTION

The importance of molecular dynamics (MDs) in revealing
the physics behind molecular and nanoscale phenomena has
been recognized since the 1960s1 when biophysicists performed
the first X-ray experiments on enzymes. Nowadays, it is hard to
imagine a modern X-ray data analysis of protein crystals without
MD tools.2,3 Now, in the nanoscience era, MD simulations play a
crucial role in current state-of-the-art nanoscale energy/charge
transport/transfer models.4�6 The general idea in these studies
is to combine a fermionic degree of freedom with time-resolved
atomic motions (which are bosonic) to predict transport charac-
teristics in molecular-based systems. As previously demonstrated,4�6

not only is the statistical average in the ensemble of interest im-
portant for such dynamic analysis but also the specific behaviors
occurring on a short time scale domain (usually ∼10 fs) are
extremely relevant for a successful theoretical description of the
electronic systems. On top of that, it is already known that for
small systems (up to a few hundred atoms), Born�Oppenheimer
(BO) ab initioMD techniques are enough to cope with the evolu-
tion of the electronic wave function along the dynamic trajectory
of the ions and roughly estimate possible paths of the evolution of
molecular orbital ensembles. However, the size of typical molecular-
based devices such as organic light emitting diodes (OLED), or-
ganic field-effect transistors (OFET), or even transport/transfer
effects taking place in certain biosystems generally includes many
atoms (usually exceeding 1000 atoms). Although development
of computational hardware broadens the ranges of the objects
which can be studied by ab initio techniques with the use of super-
computer resources,7,8 such techniques are still hardly applicable
for describing structural dynamics of extended systems in a routine
way. It means that ab initio models are already hardly applicable
for describing structural dynamics of such extended systems.

Therefore, the implementation of an effective electronic struc-
ture description capable of dealing with such intricate ingredients
is widely required.

A good electronic structure description is strongly linked to an
accurate structural prediction and vice versa. Any tiny error in the
first stage can lead to absolutely misleading parameters at the
end, interfering strongly with the final transport or transfer char-
acteristics. For instance, depending on the level of theory, a devia-
tion of ∼1% in the benzene molecule geometry can result in an
overestimation of 0.5�1.0 eV of its molecular orbital gap size. At
the same time, highly accurate approaches such as MP2, MP4,
multiconfiguration models, or even hybrid functionals are im-
practical to employ in large systems with more than 1000 atoms,
if the system is a bit complex (transitionmetals, conjugated systems).
A reasonable solution for systems with a large amount of atoms
would be the use of classical force field methods. Still, such classi-
cal techniques hold disadvantages since they are either not valid
or fail for phase space integration on the short time domain.9,13,14

Also, such rough approximations following canonical parametriza-
tion types can estimate the wrong geometrical parameters for cer-
tain physical aspects such asmolecular contacts or conformations.9

An alternative solution to improving the results could be
achieved by implementing ab initio refinements on the snapshots
of the classical trajectories,10 although some critical comments
about this approach have been published.11,12 Problems will arise
strongly for not so complicated systems such as the DNA back-
bone group PO4

�3, noncanonical atom types (fluorine, boron,
and again metals), and heterocycle compounds.9
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Reasonable results have been achieved within semiempirical
models (AM1, PM3, PM6)15 or the DFTB16 approximations. For
structures close to their equilibrium, these methods are sufficien-
tly accurate in obtaining the geometric and electronic structures.
However, these models have limitations when MD simulations
are conducted following the parametrization schemes of the res-
pective methods. In general, the parameters are tuned on the
basis of ab initio results; i.e., they are taken from reference equili-
brium points located in potential energy surfaces which contain a
limited amount of canonical interaction types.18,19 This compro-
mises their transferability; hence nonequilibrium states or more
complex molecular structures are not necessarily well described
by means of semiempirical schemes.20,21 As a consequence, a
verification of the parametrization set obtained for a particular molec-
ular system is essential and often time-consuming.

The solution to overcome all of these problematic issues that
we list here seems to be a return to the foundations of first principle
methods.

The development of linear scaling methods has a long history.
Hartree�Fock (HF), the post-HF (MP2, MP4, etc.), and DFT-
based models have been widely used in the scientific community.
On the basis of Rokhlin’s ideas aimed at electronic structure
problems,17 Scuseria and Kudin have implemented a direct space
fast-multipole technique which was adapted for electronic struc-
ture problems, solving the Coulomb problem linearly for rather
large system sizes.17,22,23 In parallel, Hutter et al. have developed
a similar but more elaborate method of solving electronic struc-
ture problems bymeans of the Gaussian and Plane-Wave (GPW)
technique.24,25 In their model, a dual density treatment of the
Kohn�Sham model is applied to map the large-scale Coulomb
problem onto Fourier-space through a plane-waves representa-
tion. At the same time, the one-electron terms can be efficiently
treated using a local Gaussian basis. Another important con-
tribution for the development of linear theories was performed
by Gao in the X-pol26�28 model. X-pol forms the foundation for
the Kitaura�Morokuma�Fedorov energy decomposition ideas
summarized later in the fragment molecular orbitals (FMO)
scheme.29�31 These models are highly suitable for a precise treat-
ment of the local electronic structure in large-scale and macrmo-
lecular systems. The model takes advantage of splitting a multi-
molecular system into coupledmonomolecular quantumsubsystems,
which are coupled in a pure quantummanner. The model we are
going to describe here has its origin in a system fragmentation
detailed below. Importantly, in ourmodel, each fragment acts as a
separate QM/MM problem, and then a summation over crossed
coupled subsystems is performed to obtain an approximation of
the total system. In other words, the gradient of the whole system
is derived from the multiforce treatment in terms of multi-QM/
MM parts coupled due to shared fragments between different
QM/MM problems, which closely approximates the gradients
evaluated in the full ab initio description.

2. METHODOLOGY

2.1. Philosophy ofMultiboxModel: QM/MM.TheQuantum
Mechanics/Molecular Mechanics (QM/MM)32�35 approach is
an example of a hybrid method that is currently one of the most
popular models for the theoretical treatment of various physical
phenomena in complex environments. In this method, the quan-
tum region where all of the main chemical properties and reac-
tions take place is treated quantum mechanically, while classical
or semiclassical molecular mechanics are employed to model the

effect of the external potentials due to the surroundings. An example
of a hybrid Hamiltonian for QM/MM problems is given by

Ĥ ¼ ĤQM þ ĤMM þ ĤQM=MM ð1Þ

where ĤQM deals with the quantum region, ĤMM gives
the energy of the molecular mechanics contribution, and
ĤQM�MM represents the interaction between the QM and MM
parts. In more detail, the term ĤQM can be a quantum operator
acting on the space ofNbs local atomic basis functions, where the
level of sophistication of the adopted theory is dictated by the size
of this basis set. The computational cost required for modeling
this term can be O(Nbs

n ) with n = 2�8, depending on the level of
theory. The ĤMM part consists of classical interactions located in
the surroundings, and its computational complexity can reach
O(Na

2) where Na is the number of atoms. In some cases, more
efficient approximations for the potentials and cutoff functions
are capable of reducing this numerical complexity to Naln(Na).
The graphical representation of the typical QM/MM model is
shown in Figure 1A.
One of the advantages of QM/MM is the possibility to des-

cribe the environmental effects in a reliable way since an explicit
contribution due to the presence of solvents, for instance, can be
included in the theory easily. Nevertheless, the description of the
QM region, which carries most of the interesting physics, can be
significantly compromised since its efficiency still scales with
O(Nbs

n ). However, for complex systems containing about 1000
atoms in the QM region, this model becomes impractical at more
sophisticated levels of theory. In other words, the size of the QM
region restricts the applicability of this approach to the same
extent as pure assumed ab initio techniques.
However, we can easily split such big system in parts following

Gao’s fragment picture and construct the QM/MM problem for
each subsystem and then find a way to merge these subsystems
to reconstruct a more reliable approximation for whole original
system space. In this fashion, all long distance effects will be defi-
ned locally but, at the end, are collected over the entire system.
2.2. Multibox Origin: X-pol Method and Fast Multipole

Model.Themultibox (M-box) scheme introduced here provides
a way to overcome some of the restrictions imposed while dealing
with largeQM systems. Themain idea is to apply fragment orbital
conceptsmixedwith theQM/MMformalism26�28 andmake these
fragments coupled in the sense of forces coupling instantly be-
tween shared elements of different fragments. For simplicity’s
sake, we illustrate this approach in linear homomolecular systems;
nevertheless, the generalization of the ideas presented here to
heteromolecular or topologically different species is straightforward.
Following the ideas of Gao,26�28 it is possible to exploit the

natural locality of molecule-based structures with strong loca-
lized electronic structures by treating each molecule as a separate
QM system. This implementation already reduces the computa-
tional cost of the problem to O(M*(Mbs)

n), where M is the
number ofmolecules in the system andMbs is the number of basis
functions for a singlemolecule. However, fragmenting the system
into pieces can become a real problem when dynamic aspects
need to be treated. First, the repartition of the system into weakly
interacting QM regions removes the dependency of the electro-
nic structure on the environment and nonlocal effects. Such a
splitting scheme createsM independent trajectories in the phase
space with only weak QM interaction considered. This decou-
pling procedure is invalid when charges/spins or vibrations are
correlated over a long range in space (on a larger separation than
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the fragment). In this sense, one needs to preserve an effective
short-range correlation description while at the same time includ-
ing long-range effects without compromising the computational
efficiency.
2.3. Multibox. In the M-box model, the dependence of the

molecular blocks on the environment is constructed in two ways.
First, following the philosophy of the tight binding (TB) ap-

proximation, a better description of the short-range interactions
can be obtained by maintaining at a least nearest neighbors con-
tribution on each QM subsystem. Therefore, the system is not
simply split into pure isolated single-molecular blocks but into
effective blocks, which contain the information of the molecule
“surroundings” in the full quantum sense. In this way, there is no
need to treat the systemwithin the FMOapproach since neighbor-
ing effects can be naturally included as sketched in Figure 1.
However, as in the FMO approach, the use of a broad spectra of
theoretical methods for this effective fragment is possible.
At the same time, for each block, the influence of long-range

Coulomb interaction can be implemented via the standard
QM/MMmethod, e.g., by means of a classical electronic coupling
(point charge scheme in the simplest case). It is important then
to compare the alternative method presented here with the pure
QM/MM description on the same QM scale. In parallel, one can
show explicitly how the construction of the subsystems is done
within each methodology. It is trivial that, in some cases, simple
electrostatic corrections due to the influence of certain solvents
are already sufficient for a proper description of the systems, and
quantum contributions are not that important. Additionally, as
was found for the fast multipole model (FMM)—which is rather
similar to QM/MM ideas—the solution for the electronic struc-
ture part can become more accurate. It follows from the fact that,
for many sophisticated and high-level theoretical chemistry mod-
els which are based on the Cauchy-Schwarz inequality, Coulomb
interaction screening cuts are defined parametrically for long-
range contributions. On the other hand, in the FMM/QM/MM-
like picture, all nonlocal contributions are treated locally and
exactly with the aid of the multipoles field.

Here, we start now describing the new splitting scheme, which
is centered on placingmore than onemolecule in each block. The
number of computational operations increases toO(Mbl(Nbl*Mbs)

n),
where Mbl is the number of blocks and Nbl is the number of
molecules in one block. Hence, the method scales linearly with
the number of blocks, and it is only limited by the level of theo-
retical calculations performed on each local block, for instance,
HF|MP2 or more sophisticated approaches. As the maximum
number of blocks is equal to the number of molecules, one can
state that themethod still scales linearly withM. Furthermore, we
assume that the molecules from other blocks are coupled to the
reference block by the construction of QM/MM interactions
established for each subsystem. In addition, it is also possible to
simply consider that each block feels a classical Coulomb res-
ponse caused the MM parts of blocks’ representation.
Following this setup, it is ensured that each block interacts

with the whole system at least at the level of electrostatic coupling.
In other words, a set of M complete but independent QM/MM
systems, Si, is constructed from the original system, S. At this
point, we have to emphasize that the model described here is
closely related to Gao’s ideas, with the extra ingredient that,
instead of decomposing the energy in the space of the molecular
fragments, we have constructed topologically identical multi-
sets which are linked through the forces in the shared parts of
the fragment.
2.4. Multibox Forces and Hamiltonian. However, the time

evolution of the independent blocks in the M-box approach re-
mains uncorrelated with phase space. The pure inclusion of long-
range Coulomb interaction bymeans of classical charge effects—
all blocks mutually affect each other—is not enough to guarantee
the space�time correlation. Additional ingredients must be imple-
mented to solve this issue; in particular, one can employ broad
spectra schemes for possible dispersion effects (classical VdW,
partial classical fields to describe long-range interaction, classical
charge effects, etc.).
For this purpose, we introduce a number of molecules with

special interconnect properties. Instead of creating a system com-
posed of isolated blocks, one assumes that each block shares a
part of its own atomic structure (via an interconnector) with its
neighbors. Formally, one can say that these molecules act on
different subsystems within the same time scale, thus controlling
the evolution of the whole system. This leads to the definition of
a novel coupling model which can be redefined depending on the
problem of interest, or modeling task (transport/transfer). In the
simplest case, the coupling model can just be built up from a
linear combination of the ab initio forces, FB, acting on the mole-
cule I located in different blocks, BJ, with J specifying the central
molecule in the block. Thus, the coupling model can be read as

FB
S

I ¼
FBI if BI ∈ B

∑
I ∈ BJ

FB
BJ
I otherwise

8><
>: ð2Þ

with FB
S

I being the final force on themolecule andB labeling the
complete set of blocks. The fact that the molecules belong to
different QM blocks indeed increases the complexity of the
method. This compensates for the force linearity inM. In analogy
to QM/MM methods, a graphical representation of the method
can be seen in Figure 1.
A natural question which could be raised at this point is wheth-

er the validity of theHamiltonian principles is maintained (e.g., con-
servation of energy). On the basis of the ideas described above,

Figure 1. (A) Graphical representation of QM/MM model concepts.
The graphical representation of the M-box model. (B) Definition of the
subspace Si containing the quantum block Bi using QM/MM charge
effects from neighbors MM:Si. (C) The whole task mapping, where
the system is covered by activeQM space. The border (C) is a crossing of
the different QM regions.
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one can see that the M-box description operates with partial forces
which are naturally close to a constrainedHamiltonian scheme.46 In
fact, this is the idea behind the coupling method: to glue the systems
by these common parts in terms of constrained forces and try to
preserve this mapping back to the original space in the integration
scheme.
That is why, as we are interested in the evolution of system

forces for only N particles, a reasonable choice for constrained
forces can be determined by chemical intuition. An assumption
could be that the potential energy of the whole system (original
on 2N-space, orN particles) can be represented as a sum of other
blocks (b). Then, one can derive explicitly the partial forces (Fi =
∑k∈b∂/∂qiUk(q) for i ∈ N), and the partial moments pi =

R
Fi dt,

whereUk(q) is the potential energy with respect to the subsystem
k ∈ b. From this, the definition of the system forces becomes a
trivial problem.

3. RESULTS

3.1. Multibox vs. Full BOMD:Weak Interaction Limit. In the
following, the quality of this approach will be demonstrated by
a direct comparison of Mbox results with full ab initio BOMD
results. To illustrate this point, we adopted a unidimensional (1D)
periodic chain composed of benzene rings in order to avoid addi-
tional complexity in this first analysis. At the same time, a 1D sys-
tem is not a totally arbitrary choice since in many organic systems
(crystals), structural characteristics often have a principal axis and
well-known properties such as anisotropy according to these
axes. Hence, many 3D structures can be deconvoluted into a
1D stack.
Figure 2 shows the system of interest with eight molecules in

total. It also depicts two possible ways in which the system can be
split. In panel A, the system apparently reveals symmetry break-
ing (ring-to-ring distance is (0.005 Å) which does not occur in
the full (eight molecules) system optimization. In panel B, the
system is fully symmetric (ring-to-ring distance is almost the

same as in the full system optimization). Since intermolecular
forces are very weak and only local impacts are essential, it is not
surprising that in both cases a good agreement is achieved with
results for the full system QM optimization.
We now discuss the molecular dynamic simulation results

based on system A, where each block contains three molecules,
and there is only one molecule in the coupling region. In the
coupling region, the forces for each block are read as FB3 = FB3

B2 + FB3
B4

in the case of the molecule labeled 3. The initial system guess
was made using a ∼3.8 Å translation vector of the original
equilibrium C6H6 structure, with preoptimization until a system
gradient of 10�5 au/Å was obtained. In this case, the system is
small enough to fully treat it using ab initio BOMD for comparison
with the M-box result.
The benchmarks were considered using the GPW-based36

CP2K code,37 which allows amapping of the system onto a differ-
ent force environment. Also in this code the QM/MM interface
is implemented by its developers.38,39 All MD simulations have
been performed in the microcanonical ensemble (NVE) in order
to avoid random velocity renormalization and friction forces
from thermostats. A time step of 0.5 fs and an initial temperature
of 300 K was applied during all of the simulations. For each
subsystem, the QM/MM problem was solved where the proper-
ties of the QM part were defined at the DFT|PADE|TZV2P41

level of theory with a density cutoff of 280 Ry in the field creating
by an external MM electrostatic potential.
For the classical MM part, the AMBER-9942�44 force field was

used for the aromatic benzene atoms. We emphasize beforehand
the fact that in the current study the classical dispersions do not
influence the evaluated forces. This can be done easily by chang-
ing the coupling properties within each block and between blocks.
In accordance to the M-box scheme, each subsystem acts under
QM and MM force fields, so this gives rise to the generalized
scheme of coupling forces as a weighted superposition of classical
and quantum forces. With these computational options, the
energetics and geometrical characteristics obtained from the full

Figure 2. (A) The 1D benzene chain with highlighted QM regions according to the splitting applied in the simulations. Also shown are the coupling
sites (3, 5 ∈ B) between B2 and B4 and between B4 and B6 in the frame of the M-box model. (B) The 1D benzene chain splitting with natural system
symmetry preservation. Block-HOMO orbitals for one of the initial trajectory point are shown.
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ab initio BOMD simulation are compared to M-box results.
Figure 3 presents the short time evolution of the kinetic and
potential energies. The data show that the deviation for both
methods covered the same energetic range with a good correla-
tion of the on-time behavior. The initial structure guess at 0 K
and the random velocities distribution at 300 K distribution
results in total kinetic energy varying around an expectable
average value of T ∼ 150 K.
The collective behavior and the significance of the subsystems

coupling cannot be easily demonstrated in the real time domain.
Therefore, the Fourier spectra [T(ω)] of the kinetic energy in
both simulation runs based on 2 ps trajectories (right panels in
Figure 3) are analyzed. The spectral function (VDOS) can be
comparedwith thewell-known vibration spectrum for the benzene
molecule, which has only four prominent IR bands in the gas
phase resulting from the dipole selection rules.45 At 1500 cm�1

and 3100�3000 cm�1, the stretching modes associated with the
aromatic carbon�carbon bonds and the aromatic CH appear,
respectively. The bending motions involving carbon�hydrogen
bonds appear at 1000 cm�1 for the in-plane bends and at 675 cm�1

for the out-of-plane bends. Both models are able to reproduce all
of the mentioned bands. As one can see, M-box closely repro-
duces the spectral function obtained by the full BOMD descrip-
tion. It is remarkable that the low energy profiles up to 500 cm�1

for both methods are mostly identical to each, illustrating the
close character of collective motions predicted. An additional
observable band splitting can be associated with collective effects.
It is closely related to the differences between the gas and liquid
phase experimental IR spectra, where for the liquids, a much
richer IR spectrum should be detected.
The impact of the subsystem coupling can be illustrated by

analysis of the behavior of an independent subsystem behavior
on the same time scale. Figure 3 (gray panel) shows the spectral
function of a single subsystem which was obtained on the same
time domain of 2 ps. Obviously, this spectral function differs dra-
matically with respect to the previous cases because of the lack of
additional dispersion from the molecule�molecule interplay.

Again, high and low energy bands can be seen in this VDOS spec-
trum, but additional band splitting (band intercombination) is small
and the phonon region (up to 500 cm�1) becomes extremely thin.
In order to exclude the effects of random initial guesses in the

frame of the NVE ensemble, test runs were analyzed for several
independent runs. In these analyses, all observables (energymean
values, local dipole moment, etc.) were nicely reproduced. The
real time geometrical changes averaged over 10 independent
BOMD andM-box runs are considered. Each trajectory was star-
ted from the same structural initial guess but with different initial
velocities. The resulting geometrical trajectories for both tech-
niques are presented in Figure 4 with 50 fs sampling for the
graphical presentation of a 2 ps trajectory. Due to the dissociative
nature of the melting process in these tasks, a detailed statistical
analysis (principle component analysis, for instance) is difficult
to perform because of a large contribution of irreversible types of
atomic motions. Nevertheless, from Figure 4, it is obvious that
those average trajectories are almost identical, and one can rea-
sonably assume a close space�time correspondence between the
M-box model and the full BOMDmodels. Most important is the
fact that in all of the above runs, the splitting of the whole system
(A�symmetry break, B�symmetrical task) leads to an artificial
symmetry breaking with respect to the proposed force-coupled
QM regions. While the central atoms are in a symmetric environ-
ment as QMdescribes all of the neighbors, the coupled atoms are
not. In each of our blocks, one of their nearest neighbors is part of
the QM region, while the others interact via the QM/MM
coupling, which is an electrostatic interaction only in this report.
Being aware of this fact, the overall agreement with the QM
results indicates that this different treatment of the molecules
has no significant effect on the description method of the whole
system. In other words, it means that the results are almost the
same, independent of the splitting scheme (see Figure 2). Never-
theless, for more complex systems or to prevent a too long exten-
sion of this problem, a different definition of the quantum blocks
should be implemented according to the system symmetry, by
assuming that the environment is treated in the same way for

Figure 3. The evolution of the kinetic and potential energies (absolute value for both runs with respect to the start point) during BOMD andM-box run
over 2.0 ps (left panel) and VDOS spectra function of the kinetic energy for 2 ps production runs for both models, where characteristic band regions are
highlighted (right panel). The 2 ps region has been chosen because on this scale all other molecules of the chain are still in close vdW contact. (Lowest
gray panel) VDOS based on time 2 ps NVT evolution for a three-molecule system (single block in the M-box splinting), on the left-hand real space
geometry changes during the first 1 ps NVE run with 20 fs sampling.
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each molecule (or parts) of the system. This could be achieved,
e.g., by defining the blocks such that, for every molecule I, a block
BI exists.
3.2. Multibox vs BOMD: Strong-Interaction Limit. In order

to address all of the possible interaction limits, we discuss an
interesting set of systems where a strong or covalent interaction
between the blocks is considered. According to our initial goals, it
is worth mentioning that theM-box scheme is capable of treating
systems where weak interactions take place, and so the method
would not be expected to work well for the problem with strong
interactions.
As an example, a simple polymeric �[CH]x� annulene was

chosen. One can see that such a problem involves a particular
complexity which is associated with π systems. It is clear that the
QM/MM standard scheme may face problems while describing
bonds at the edge of the fragment, even if their saturation by
means of QM/MM is conveniently addressed. Extra complica-
tions can arise fromΓ-point calculations.On top of that, the patho-
genic density delocalization in the DFT picture itself also becomes
a difficulty.
This issue has been analyzed in the same M-box spirit as our

results presented before. The �[CH]x� systems are shown in
Figure 5, highlighting the several ways of mappings where dif-
ferent variances with distinct sub-block sizes and intercoupling
have been chosen. The subsystems of interest were translated in
such ways as to avoid the QM/MM saturation of QM-block

terminal atoms. This means that theQM cell size for each block is
exactly sufficient to allow the saturation of this QM block by the
translation of this block. This way, we try to reduce or completely
eliminate some nonphysical contributions from the correlation
spectra function which are often driven by this saturation.
We keep allowing the system to move with respect to the

forces defined in each QM region and for every block and with
respect to the coupling model defined for the cross-sections illu-
strated in Figure 5B and C.
It should be emphasized that variations of the properties of the

polyacetylene as a result of the fragment taken as a translation unit
is the outcome of Γ-point calculations. If the whole k space is
covered, both approaches should give identical results. However,
complete Brillouin zone integration at each MD step is imprac-
tical because of the high demand it would make on computational
resources. Therefore, the proper choice of the translation element
is crucial to make Γ-point computations reliable.
It is clear that for a hypothetical�[CH]x� annulene depend-

ing on x = 18 or x = 16, the Γ point can be related to k = 0 and
k = π/a states. In the chemical language, it can be explained in
terms of Huckel’s 4n + 2 rule.48 In fact, an N-site Huckel matrix
is related to a nonperiodic system, such as the one addressed
here. It means that the aromatic condition given by (α � ε)/
β=�2cos(2πn/N) is valid. For a simple tight-bindingHamiltonian
and forN = 2, 6, 10, 14, 18, ...4n + 2, no antibonded contribution
is possible until the limit is reached where the k space is reduced

Figure 4. Superimposed real space changes for full BOMD(red) andM-box (blue) runs in a 2 ps trajectory windowwith 20 fs sampling (average over 10
independent runs).

Figure 5. (A) The original systems of interest. Unit cell for the trans-(CH)x chain, the red rectangle highlights two different origins (x = 18 and x = 16)
for whole systems where Γ-point solutions are remarkably different. (B�C) The two chosen ways of system mapping, see text for details, depending on
the origin, x = 6 (benzene like) and x = 8 in the sub-block. (D) Themerging optimized structures obtained by using theM-box (red) scheme and full QM
method (blue) for the (C) �x = 8 and system (A) x = 16 (see text for details), where a structure comparable in the sense of G-point results runs. The
C�C bonds length are split at 1.39 and 1.47 Å, as it is easier for (A) �x = 16 and (C) �x = 6.
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to a single point (Γ point). According to this, in the present cases,
aromatic-like systemswith sub-blocks containingx=6 ([6]annulene)
should be comparable with x = 18 ([18]annulene) and x = 8
([8]annulene) with x = 16 ([16]annulene), e.g., nonaromatic
systems.
The initial systems were optimized using the BFGS (Broyden�

Fletcher�Goldfarb�Shanno) scheme for an equilibriumgeometry
search. For the search of equilibrium structures and MD study,
the following splitting schemes into the blocks were applied:
• system B in Figure 5, with x = 6 elements in each block and
x = 2 elements in the coupling region between blocks—the
full system has x = 18 elements

• system C in Figure 5, with x = 8 elements for each block and
x = 4 elements in the coupling region between blocks, which
is logically comparable with whole structure with x = 16
elements structure

From our numerical observation, both choices have shown
almost identically accurate final structures at 10�5 au/Å. It is
remarkable that an intuitively rough approximation such as the
one adopted in B was already enough to get the final equilibrium
geometry close to the one predicted by the full QM theory. These
runs have shown a good correlation for both splitting schemes,
such as C�C bonds in chains being 1.37/1.49 Å (for the
nonaromatic case) and 1.43 Å (for the aromatic case) after
reaching the assumed tolerance factors. We will see later that
such a split approximation as in B is not really applicable for the
phase sampling, and case C seems to be more reliable in a
statistical sense.

The MD runs for the strongly bounded regime have been
integrated for a long time of∼20 ps. This has allowed us to make
statistical and local analysis in a more precise manner. We will
focus on case C with x = 8 elements in each fragment and x = 4
elements in the coupling region between blocks, and the system
used for comparison is x = 16 in Figure 5.
Figure 6 shows the long time evolution of the kinetic and

potential energies of the system following the M-box and full
QM-BOMD descriptions. As one can see, the time variations of
the kinetic/potential (here, the potential energy is given by the
module with respect to the t = 0 fs point for the whole andM-box
tasks in such a way that the starting point is apparently different)
energies are identical. However, statistics show that, in contrast
to theweakly interacting case, additional frequencies interfere with
the reference spectra function from the full BOMD problem. More-
over, the VDOS functions are different in the range of 1500�
3000 cm�1 (Figure 6). However, all of these new features in the
M-box model can be straightforwardly understood.
We now analyze the shift of the C�C stretching modes from

1500�1 predicted by full the BOMD to the more experimentally
relevant range49 of 1700�1800 cm�1 predicted by the M-box
approach. The origin of this shift lies in the fundamental failure of
DFT in overestimating the electronic delocalization. For instance,
even in the case of the nonaromatic [16]annulene (e.g., x = 16),
overestimation of delocalization byDFT in the full BOMD results
in a noticeable weakening of the double bonds (which leads to an
aromatic-like frequency at 1500 cm�1), making such MD sampl-
ing problematic. In fact, this error is due to the shrinking atomic
space within blocks of smaller atoms under the single particle DFT
construction. Eventually at the same quality of basis (DZ/TZ),
the M-box model might be more accurate in a prediction for
smaller systems, where DFT methods are more suitable even if
the system is strongly localized. We performed an additional ana-
lysis for [6]annulene, and results weremostly identical, and x = 18
([18]annulene) around 1500 cm�1 is mostly identical. However
from the VDOS spectra for the B approximation, one can say that
the spectra shapes are similar for theM-box, and for the full BOMD
simulation the characteristic bands (C�C and C�H) can be
regarded from both models.
The most pronounced differences in the results can be seen

around 2100�2200 cm�1. Here, we need to conclude that the
M-box schemedoes not work perfectlywell. Apparently, the periodic
boundary conditions which were chosen to saturate the blocks
are able to generate additional effects on the C�H dispersion (in
the M-box, formally, we have eight terminal hydrogens) in the
periodic reflection. These modes were not so efficient in case of
the full BOMD problem (there are only two C�H bonds on the
edges). This proportionality with respect to the number of the
actual terminal groups can be seen as well in example B, where
the intensities around 2100 cm�1 bands are much higher than
expected.
It has been shown above that the ideas underlying this very

simple scheme have the ability to retain the simplistic integration,
and the system retains its Hamiltonian properties. It is well-
known that numerical and energy definition problems such as
the ones in DFT calculations have effects on the conservation
quality (QC), which provides a drift in the sum QC = Epot + Ekin
(Figure 6).
From our numerical observation for the vdW system (our

benzene chain), conservation quantity has a slight deviation in com-
parison to the values of∼0.00050 au/ps obtained for the M-box
and for the full BOMD problem, which is only ∼0.00045 au/ps,

Figure 6. The deviation of the kinetic energy change during full BOMD
and M-box run for 20 ps (A) and the VDOS spectra as a function of the
kinetic energy for 2 ps production runs for both models, where
characteristic band regions are highlighted (B). The real-time system
behavior over a 10 ps trajectory with 50 fs sampling (C).
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independent of the splitting schemes. This is due to the interplay
of forces being defined only within a molecular pair. It is locally
defined and affects the whole prediction, contributing additively
over all errors given by BSSE, SCF accuracy, etc. at our level of
theory. All of these errors in vdW complexes vary slightly with
system size because of obvious reasons (one can think about this
fact in terms of energy decomposition analysis, where it is clear
that the contribution to BSSE given by fourmolecular centers, for
example, is an irrelevant value). Hence, for our benzene system,
the QC drift is simply defined in the benzene�benzene pair, and
it is precisely the same for both BOMD and M-box.
The situation around conjugated chains develops differently,

but of course it is driven by the same ideas as before. This is partially
due to the impact of the bigger SCF wave function uncertainty
predicted in larger systems in contrast to smaller ones, with the
condition that close tolerances for the SCF procedure are used.
In other words, it is simpler to obtain a more accurate approxi-
mated wave function for a small system. Because of this fact, for a
comparable system size such as x = 8 ([8]annulene) blocks and
its analog x = 16 ([16]annulene), they have QC deviation on the
same energetic scale. However, in the short sub-block case—
system x = 6 blocks and x = 18—one can even have a smaller drift
in QC values. This confirms that the SCF problems are scalable
for the conjugated system (due to the band gap size problem, for
example).
3.3. Multibox and Boxes Crossing Processes.An interesting

investigation would be to verify what will happen if an event of
particle exchange between boxes takes place. In other words, how
much time-dependent particle exchange between blocks and
along interconnect regions (B) is needed? Can this be described
using our M-box scheme? A conceptually close approach, with a
real-space splitting (with respect to the level of theory as well) for
on-flight QM/MM border crossing processes has been discussed
already by Bulo et al.52 and earlier by Truhlar and Heyden.53 For
a system with strong interactions, such a crossing effect has to be
very rare. Besides, these processes of interest should have a
relatively large time scale where ab initio knowledge hardly can
obtain information for the whole time interval in general. In this
sense, only weakly interacting systems would need this knowl-
edge, e.g., liquids, gases, etc. Systems with “weak interaction” can
undergo large spatial rearrangements on a short time domain.
A combinedmodel can be represented as the following: a protein
chain coupled block-by-block. In this structure, conformational
transformation is not possible, and it holds a stable conformation
for all of the simulation time. An example is closely related to the
CnHn chain we have described before. Also, we can have the sur-
rounding solvents shell some light and mobile molecules, which
due to weak of interactions between them can cross the fragment
boxes with a high probability. Here, we can construct a simple
example like a light gas, which will expand in view of the NVE
ensemble.
For the sake of simplicity we consider the ideal system dyna-

mics of adiabatic gas expansion. According to the example exami-
ned below, we stress that one has to upgrade our level of theory to
one which is grid-independent. It could still be a DFTmodel, but
we need to isolate the plane wave part or make a careful recount
in the renormalization. For obvious reasons, if the total energy of
the system is a grid function such as in the PWpart of aDFTmodel,
one cannot avoid step-like changes in the total energy due to
different grids for different amounts of particles under considera-
tion. Hence, we use the AM115 level of theory, which is also
implemented in the CP2k code.37 An ideal gas composed of Xe

atoms was assumed as the trial system, and its original geometry
as shown in Figure 7 is taken from the diamond supercell with the
Xe�Xe distance equal to 1.7 Å. Eight boxes have been construc-
ted due to geometrical reasons. The system geometry is symme-
tric with respect to the (0,0,0) point. Cube 1, for example, is given
by (x >� 1, y >� 1, z >� 1). Cube 2 is (x < 1, y >� 1, z >� 1).
This problem is defined as it automatically forms a 2.0 Å coupling
region and B region, as can be seen in the 2D (XY) projection.
Our action script is next; every 5 fs, we checked which block

each particle was supposed to be in with respect to the described
splitting scheme. As occurred in previous cases, the blocks are
coupled by the gluing (force merging), which is also dynamically
mapped onto the full system size, which means that the tem-
perature regime—or kinetic energy—is preserved by the limited
number of atoms. However, within this construction (box cross-
ing description), total potential energy given as an additive sum is
not correct anymore and cannot be considered as an energetic
criterion. For homogeneous systems, this inconsistency can be
easily avoided by a renormalization of all of the parts which con-
tribute to the total energy by using a weight of active parts
normalized to practical numbers, e.g. Utotal = ∑b wbUb. One can
estimate that if the system is equilibrated or optimized for a
certain box size, the interesting event—box crossing—can take a
long time. We accelerate the task by making this event highly
probable on a short simulation time scale of 1 ps. In order to
achieve this, we made the starting point cluster highly stressed,
and then the system followed theNVE expansion. Our blank theo-
retical experiment involved the same initial geometric guess
following the same AM1 theoretical model. The result of this
construction is presented in Figure 7A (lower panel), where the
evolution of kinetic and potential energies can be seen. As can be
seen, the compressed gas with the high potential energy at the
starting point is about to expand. The potential energy decay is
accompanied by the expected growth of temperature/kinetic
energy (similar time dependencies can be simply derived from

Figure 7. (A) Comparing the deviation of the kinetic and potential
energies during full BOMD (AM1 level of theory) andM-box for the Xe-
cluster tasks (B). Task setup with the hightlighted B region in the real
space and the box organization in the XY projection. (C) Real space Xe-
cluster evolution for full BOMD (black) and multibox (red) runs in a
2 ps trajectory window with 10 fs of sampling.
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Lennard-Jones or Morses’s potentials). Obviously, the pictures
are mostly identical for the M-box model and full description
cases. Also, the real time changes are identical, as illustrated in
Figure 7C, where a snapshot representation of the trajectories is
shown. The small overestimation in the saturation limit for the
M-box tasks can originate in the random nature of the initial velocity
guess. As shown in Figure 7 by dynamics of fractions (Nn(inblock)/
∑nNn), our goal was achieved, and during the simulation, the
number of particles in the boxes was changed. Moreover, the
potential and kinetic energy time evolution results seem to reveal
that the conservation criteria are preserved, at least for the pre-
sent NVE integration.
Besides the time evolution of the specific systems that were

discussed previously, the statistical average and expectation values
are still on the list of parameters which are mostly desired during
MD runs. It is well-known that the thermodynamical character-
istics can be easily derived from the radial distribution function,
g(r), based on the fundamental relation for the system’s total
energy. For example, an ideal gas would be Etotal = 3/2NkBT +
2FN

R
r2V(r) g(r) dr, where V(r) is the pair potential and g(r) is

the radial distribution function. In more complex systems such as
the water cluster, it would require more effort to split g(r) into
parts in terms of site�site distribution functions, e.g., gHH(r),
gOO(r), and gHO(r), as depicted in Figure 8A.
Finally, in Figure 8 we analyze the two series of site�site

distribution functions obtained from the full BOMD simulation
and the M-box. This last one follows the same level of theory as
the one adopted for the benzene system with DFT|PADE|
TZV2P within the canonical ensemble by using a Nose�Hoover
global thermostat for the 4 ps time interval. The equilibration was
performed by classical AMBER fields and theTIP3Pwatermodel.41,42

The tasks ran for 28 water molecules in a gas cluster, as displayed
in Figure 8B,C and in a nonperiodic 8000 Å3 cube. Under normal
conditions with 106 Pa and 300 K, it fills a space of 1000 Å3. This
estimation can be derived from the equation of state for the ideal
gas, n = (pV/R)NA. By increasing the size of the system, we
artificially introduce additional degrees of freedom which can be
suppressed in the periodical solution. TheM-box scheme regions
are shown in Figure 8D (1, red; 2, yellow; 3, blue transparent).
The complete problem depends on the force vector, which is

FBtot = FB1�2 + FB2�3 + FB1�3. As can be seen from Figure 8A, all
site�site distribution functions are identical, and the integral
values (e.g.,

R
gij
BOMD(r) dr � R gij

MBOX(r) dr) are precisely zero
for all ij from {O,H}. This means that the M-box model is ade-
quate for modeling thermodynamical values based on the MD
integration, which follows the M-model.
3.4.Multibox andComplex Cases.A key question that might

arise is why would we need the M-box splitting scheme since the
linear scaling methods have been established for decades in the
DFT model? First of all, linearity does not take place in every
DFT model. It is well-known that the applicability of DFT for
certain problems needs to be certified, and the adopted func-
tional approximation must be tested. For instance, pure LSD or
LDA approximations are not suitable for treating d- or f-chemical
elements where long-range electronic effects are essential. Even if
such a system consists of a single molecule, those functionals
have difficulty in correctly describing of d or f compounds. It is
worth mentioning that when we say “long-range electronic inter-
action correlation”, it does not mean that such influence extends
over the entire system (∼10 nm). In some cases, it can be a very
local interaction limited to 1�2 neighbors for one molecular site.
The molecular system itself is a difficult problem for DFT.
One well-known example is vdW complexes, which are hard to
describe with chemically relevant accuracy within a pure DFT
model. Additionally, natural SCF diagonalization limitation can
be an issue for rather complex systems such as degenerate states,
energy gap and convergence problems, etc. Second, a nonextra-
polated SCF procedure could be very problematic when imple-
mented for large systems, and at the same time good DIIS algori-
thms can have problems finding and verifying the real ground state.
Also, the issue of the diagonalization of large matrixes might

lead to problems. Rapid convergence techniques such as Lanczos
and analogues54 have strong numerical instabilities. In particular,
for electronic structures, this problem grows considerably, and it
is also complicated to obtain excited states. These points can partially
explain certain limitations that such well established codes and
models might present. It seems quite contradictory: whenever
“fast models” canbe employed, dynamic knowledge is hardly needed;
whenever dynamic knowledge plays a role, “fastmodels” can hardly
be used. Let us exemplify this point with an artificial molecular

Figure 8. (A) Site�site distribution functions for water molecules (H�H, O�O, and O�H couples), reconstructed from the MD simulation with full
ab initio and M-box models. (B) Water cluster geometrical characteristic after 4 ps of MD simulation in the case of full ab initio. (C) Water geometrical
characteristics after 4 ps of NVT-MD simulation for the M-box model. (D) M-box splitting scheme (fragments 1, red; 2, yellow; 3, blue transparent),
propagation done with the force vector defined as FBtot = FB1�2 + FB2�3 + FB1�3.
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magnet system. We assume the system shown in Figure 9, con-
sisting of a Co-porphyrin class 1D stack. By changing two of the
hydrogen atoms in the benzene ring to flourine atoms, an internal
polarization is induced. In this case, this systemmight be of inter-
est for spintronic applications since rotational operations could
be used to induce such polarizations.
Even if our interest is just to obtain the equilibrium geometry

of the Co-based material, some default or even more sophisti-
cated SCF procedures cannot guarantee good results. The com-
putational cost for 10 cobalt atoms in a line is a crucial issue for
SCF convergence. We might also be interested in more interest-
ing features such as the time spin-density dynamics recently dis-
cussed by Popov et al.55 For this BO spin-dynamic, a natural real-
space length limitation exists, and it is given by an expected
tunneling length of about 3�4 localized sites. Beyond this char-
acteristic size, single particle models hardly make sense for chemi-
cally relevant electronic structure predictions so that a local M-box
treatment is a good approximation for on-site behavior. Also,
forces in this system along the whole MD trajectory can be defi-
ned from the M-box model as they are also defined locally.
By using the SCF option, which is suitable for the single mole-

cule case, we were not be able to obtain a reliable wave function
for whole system stack convergence (this conclusion is based on
the topology of the frontal orbitals).On the basis of theHirschfield
charge prediction obtained for isolated molecules, the original
electrostatic map was constructed for the QM/MM task in each
block. All charges have been assumed to be equal at allMDpoints
of the MM shells. For this task, the level of theory for the predic-
tion of the local gradients was similar to the one used for the
benzene chain problem. It means that within the each block our
DFTmodel is also linear according to GPW ideas.36,37,41 For this
case, the M-box splitting procedure is shown in Figure 9. As one
can see, blocks 1 and 2 (threemolecules each) share only one coupl-
ing molecule. The electrostatic profile volume slice in the range
of (�0.07 eV, 0.07 eV) is also shown at the equilibrium point.
As an illustration for possibilities in Figure 9C and D, we pre-

sent the short time fluctuations (∼500 fs) for the spin and charge
densities (Mulliken analysis for central Co in the first M-box
block). This ability is obviously essential, for instance, in the elec-
tronics of complexmolecular systems: small changes in the geometry

can drastically affect spin/charge distributions, and dynamic effe-
cts are also important, as proposed by Popov et al.55

We highlight that a deeper analysis of these system dynamics
goes far beyond the original scope of this manuscript. For a final
remark, let us speculatively assume that the M-box local wave
function which is defined in the local basis over all coupled frag-
ments can represent in some sense an approximation for the
whole system wave function in analogy to the force description.
This idea once more goes back to the origin of these model FMO
and FMMmethods in such a way that its reconstruction does not
seem to be unusual. For example, one can see a straightforward
way of reconstructing such a function for the benzene chain splitt-
ing shown in Figure 2B, by using only odd blocks. This wave func-
tion,Φsystem built upon the combination {ΨB1

1�2,ΨB3
3�4, ...ΨB9

9�10},
is an initial guess or an approximation for the whole system in the
same basis set as it is for blocks. A wave function defined in this way
(only odd blocks) contains vectors which are normalized andmutu-
ally orthogonal. However, since its splitting-map does have
some orthogonal components, the system wave function construc-
tion requests only an additional orthogonalization step. In other
words, a system wave function can be glued (as we did for forces)
with respect to the each assumed splitting scheme and coupling
range in a linear/nonlinear fashion depending on necessity.
By usingM-box ideas, we can obtain space- and time-consistent

sampling of the potential energy surface for the system with experi-
mentally relevant sizes and chemically accurate geometrical predic-
tion. Such approximations for the dynamical wavefuntion and sys-
temHamiltonian are suitable for physical phenomena such as those
addressed here4�6 or evenmore complex structures.56 In the future,
our next step is to generalize the M-box model for the situation
where system blocks can act on a potential energy surface with
different multiplicity/charge sampling. This would make the local
block forces couple on the electronic degrees of freedom, with the
possibility of sampling along MD trajectories becoming possible.
3.5. Multibox Possible Extensions. In summary, we would

like to discuss further some technical details regarding the multi-
box method explicitly:
(a) Importantly, there are no strict limitations on the level of

theory for the QM (it can be, for example, some post-HF
theory) region nor for MM potentials.

Figure 9. Equilibrium geometry of a model system of a modified Co-porphyrin stack in two projections with a profile of two blocks on top (A, B). In
profile, the spin density destruction is shown for different respective blocks and the (�0.07 eV; 0.07 eV) electrostatic map given by the environment
(A, B). Insets below show a short time evolution of Mulliken spin/charge density in the first block for central Co (C, D).



3882 dx.doi.org/10.1021/ct2006067 |J. Chem. Theory Comput. 2011, 7, 3872–3883

Journal of Chemical Theory and Computation ARTICLE

(b) It is straightforward to notice that, in the M-box model,
the energies and forces of each subsystem are evaluated in
the presence of the surroundingMMpotentials. Therefore,
classical dispersion interactions for each quantum block
can be included in analogy to a DFT-D model.47 Again,
DFT-D is given as an example, if a DFT model is used for
the QM region.

(c) As for all QM/MM subsystems, Si can be computed com-
pletely independently, and it is possible to build a distri-
bution of Si on subgroups of processors. Because of this
fact, the method allows for an almost perfect paralleliza-
tion for increasing system sizes. The only peculiar aspect
of this type of parallelization will be the communication of
the forces, which should take a negligible amount of time
and was previously implemented by CP2k developers.37

(d) If for any reason the wave function of the whole system
matters, as was shown for forces, a quick and efficient
guess can be constructed in a local basis set. Coefficients
can be defined as a combination (depending on a splitting
scheme) with respect to the blocks in which they are.

(e) In addition to the QM/MM interactions, a block-to-block
electronic structure correction might be included accord-
ing to the Fedorov�Morokuma decomposition scheme.
However, this correction will not be crucial for the local
BO gradients on each subsystem.

(f) The M-box includes an additional useful tool. As one can
see, the M-box splitting can obtain a quick and accurate
initial wave function guess, where it is possible to control
its main features such as net charge or spin for a fragment
of the whole system. We plan to discuss this option else-
where. So far, it is clear from theM-box problem construc-
tion that the M-box model is partially acting on a different
QM space, with real space (atomic) coupling in the local
basis set, and the description can be projected to the origi-
nal atomic space in the same fashion as was done for the
forces in the model discussed here. A simple example:
suppose that the fragment B1 in Figure 2B has an addi-
tional replica with additional charge or another excitation.
Final forces can include this information. We can conti-
nuously assign an amount of charge or excitation contri-
butions to the fragment during the whole system dynamics
again by controlling fragment forces with additional know-
ledge about an approximation to the multiconfiguration
wave function.

4. CONCLUSIONS AND OUTLOOK

In summary, we conclude that the proposed M-box scheme is
a convenient technique for molecular dynamic studies of multi-
molecular systems. This model produces linear scaling with the
number of submolecular blocks of the system, ∼O(Nbl). For a
simple example, such as the presented one (molecular chain or
covalently bonded systems), we have demonstrated a close corre-
spondence between full ab initiomolecular dynamics and M-box
simulations. It was shown that it is possible to describe the time-
dependent box crossing process and the thermodynamical char-
acteristic for the weakly interacting systems. The correlations of
the trajectories on time and space domains were also addressed,
confirming that the M-box scheme is an appropriate approxima-
tion for the space�time-resolved transport phenomena studies
(like energy/charge transport/transfer). We expect that employ-
ing such an accurate methodology in structural predictions can

render well-defined local electronic properties for future time-
dependent transport models in large-scale systems.
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ABSTRACT: Enveloping distribution sampling (EDS) is a powerful method to compute relative free energies from simulation. So
far, the EDS method has only been applied to alchemical free energy differences, i.e., between different Hamiltonians defining
different systems, and not yet to obtain free energy differences between different conformations or conformational states of a system.
In this article, we extend the EDS formalism such that it can be applied to compute free energy differences of different conformations
and apply it to compute the relative free enthalpy ΔG of 310-, α-, and π-helices of an alanine deca-peptide in explicit water solvent.
The resultingΔG values are compared to those obtained by standard thermodynamic integration (TI) and from so-called end-state
simulations. A TI simulation requires the definition of a λ-dependent pathway which in the present case is based on hydrogen bonds
of the different helical conformations. The values of Æ(∂VTI)/(∂λ)æλ show a sharp change for a particular range of λ values, which is
indicative of an energy barrier along the pathway, which lowers the accuracy of the resultingΔG value. In contrast, in a two-state EDS
simulation, an unphysical reference-state Hamiltonian which connects the parts of conformational space that are relevant to the
different end states is constructed automatically; that is, no pathway needs to be defined. In the simulation using this reference state,
both helices were sampled, and many transitions between them occurred, thus ensuring the accuracy of the resulting free enthalpy
difference. According to the EDS simulations, the free enthalpy differences of the π-helix and the 310-helix versus theα-helix are 5 kJ
mol�1 and 47 kJ mol�1, respectively, for an alanine deca-peptide in explicit SPC water solvent using the GROMOS 53A6 force field.
The EDS method, which is a particular form of umbrella sampling, is thus applicable to compute free energy differences between
conformational states as well as between systems and has definite advantages over the traditional TI and umbrella sampling methods
to compute relative free energies.

1. INTRODUCTION

Calculation of free energy differences is fundamental in order
to understand the properties of physical, chemical, and biological
systems and phenomena. Consequently, it has for a long time
been one of the central tasks of molecular simulation. Mole-
cular dynamics (MD) simulations are widely used for such
calculations.1�12 The ability to calculate relative free energies
from MD simulations not only allows one to understand the
underlying processes at the atomic level but also to probe
unstable states of a system that are experimentally not accessible.
Applications of free energy simulations include processes such as
solvation,13,14 ligand binding,15,16 peptide/protein folding,17,18

ion transport,19 and so on. In order to obtain accurate free energy
differences, twomain challenges have to bemet. First, a model for
the system has to be made, i.e., a Hamiltonian or force field, that
must correctly describe the thermodynamic behavior of the
system. Second, an efficient scheme to calculate relative free
energies from a configurational ensemble has to be found. In this
article, we will concentrate on the second challenge.

Free energy differences in molecular systems can be classified
into two main categories.20 One is the free energy difference
between different conformations or conformational states of a
molecule. Typical examples include the evaluation of the free

energies of folding, of different helical and hairpin structures,21,22

and of transportation of ions over membranes. The other
category comprises the alchemical free energy difference be-
tween different Hamiltonians, e.g., different molecules or molec-
ular systems. Typical examples include the evaluation of relative
free energies of solvation and binding.

There exists a great variety of methods for calculating relative
free energies.1,2,4,5,8,10�12 The traditional ones for the calculation
of relative conformational free energies are direct counting of the
different conformations in an unbiased simulation and umbrella
sampling23 using one or more biasing potential energy functions
that enhance the sampling of particular conformations. In the
counting method, the free energy is calculated directly from the
ratio of the numbers of sampled configurations belonging to
each state. Thus, it fails if one of the conformational states is
insufficiently sampled, i.e., is not stable or if there are high
barriers between them. The umbrella sampling method, on the
other hand, relies on the choice of a pathway and the use of a
biasing potential energy term in the Hamiltonian that forces the
sampling going from one state to the other. Some recently
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3885 dx.doi.org/10.1021/ct200623b |J. Chem. Theory Comput. 2011, 7, 3884–3897

Journal of Chemical Theory and Computation ARTICLE

developed and sophisticated methods include local elevation
umbrella sampling (LEUS)24 and ball-and-stick LEUS.20

In regard to alchemical perturbations, the established methods
are thermodynamic integration25 (TI) and free energy pertur-
bation26 (FEP). The Hamiltonians of the two different states are
connected by the introduction of a coupling parameter λ. Thus, a
pathway V(λ) is defined in order to sample from one state to the
other. In the TI method, the quantity (∂V)/(∂λ) is averaged and
integrated along the pathway. In the multistep FEP method,
independent simulations at different λ values are performed, and
subsequently exponential averaging is used to determine the free
energy differences between neighboring λ values, which are
added up to give the total free energy difference. The limitations
of these two methods are, first, that a significant amount of
simulation time is spent on the noninteresting (generally un-
physical) intermediate states along the pathway in order to
obtain enough overlap of the sampled phase space between the
two states of interest. Second, the choice of a pathway V(λ)
which allows optimal sampling and convergence of the averages
for each value of λ is not trivial. Therefore, some methods avoid
the definition of a pathway of intermediate states and only rely on
sampling of the two end states. For example, one may take the
crossing point of the energy difference distributions as an
estimation of the free energy difference,27,28 or the mean of the
FEP results obtained from the two end states in the two
directions, or Bennett’s acceptance ratio method,29,30 or more
generalized overlap sampling methods.31,32 In these methods, no
pathway needs to be defined, but the overlap of the phase spaces
relevant to two end states is required. Third, these methods are
limited to two-state problems. For this reason, FEP has been
generalized to be able to calculate relative free energies of
multiple states from a single simulation of a possibly unphysical
reference Hamiltonian in the so-called “one-step perturbation”
method.16,33 Thus, no pathway has to be defined as well.
However, one-step perturbation will fail if there is not enough
overlap of the sampled phase space of the reference state and that
of the end states. This led to the development of the method of
enveloping distribution sampling (EDS).34�39 In the EDS meth-
od, the parameters of an unphysical reference-state Hamiltonian
are iteratively optimized such that the different end states are
most uniformly sampled in a single simulation, thus ensuring the
accuracy of the resulting relative free energies. Using EDS, no
pathway of intermediate states, e.g., aV(λ), needs to be chosen; it
is defined through the general form of the EDS Hamiltonian,
which has a functional form that is solely defined by the
functional forms of the end-state Hamiltonians in combination
with two parameters, the smoothness parameter sBA, and the
reference energy offset difference ΔEBA

R per pair of end states
A and B, and through the procedure to optimize the sBA and
ΔEBA

R parameters. No λ dependence of the Hamiltonian needs to
be specified, only end-state Hamiltonians. In principle, EDS can
be applied to multiple end-state problems, and to the case where
there is no overlap between the end states.35

So far, the EDS method has only been applied to alchemical
free energy differences34�39 and not yet been used to obtain the
relative free energy of different conformations or conformational
states. In this article, we investigate the use of EDS to obtain the
free enthalpy differences between different conformations of a
solute molecule, i.e., 310-, α-, and π-helices of an alanine deca-
peptide (Figures 1 and 2) in aqueous solution, and compare the
results with those obtained by TI using a particular V(λ) and by
calculations from end-state simulations. We only consider two
two-state problems, i.e., the free enthalpy difference between the
α- and the π-helix and between the α- and the 310-helix.

2. THEORY

Assume we wish to calculate the free enthalpy difference
between two conformations, α and β, of a molecule, and one
or both of them is not the most stable one of the molecule. We
may use the EDS technique to obtain the free enthalpy difference
by defining the EDS reference Hamiltonian as follows.

Two restraining energy function terms are defined which
restrain the molecular conformations to conformation α or to
conformation β, i.e., VX

rest(rB
N;KX

rest,rB0ξ
N ) where X = A or B and

rB0ξ
N is the set of parameters which characterizes the conformation

ξ, ξ = α or β, e.g., through particular hydrogen-bond distance
ranges or torsional-angle ranges, and KX

rest is the restraining force
constant. Thus, the resulting Hamiltonian for the end state X is

VXð rBNÞ ¼ V rest
X ð rBN ; krestX , rB

N
0ξÞ þ V physð rBNÞ ð1Þ

where Vphys(rB
N) is the interaction function of a particular

force field. Then, we may construct an EDS reference-state
Hamiltonian:

VRð rBN ; s, ERBAÞ ¼ � kBTs�1 lnfe�sðV rest
A ð rBNÞ � ERAÞ=kBT

þ e�sðV rest
B ð rBN Þ � ERBÞ=kBTg þ Vphysð rBNÞ

¼ VEDS, restð rBN ; s, ERBAÞ þ Vphysð rBNÞ
ð2Þ

where s is a smoothness parameter and EB
R � EA

R = EBA
R is an

energy offset parameter difference, which are chosen such as to
optimize the sampling of both end states A and B.

Figure 2. Top and side views of the three helices of the alanine deca-
peptide.

Figure 1. Chemical formula of the alanine deca-peptide studied:
acetyl-(Ala)10-N-methyl.
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In the original EDS implementation, the configurations rB
N

that are sampled by the reference Hamiltonian HR, i.e., VR, are
not assigned to any conformational states. They are considered34

to belong to state A if

ðV rest
A ð rBNÞ � ERAÞ < ðV rest

B ð rBNÞ � ERBÞ ð3Þ
In the case considered here, configurations must be separated
into different sets, i.e., different conformational states: they
belong to set α if

V rest
A ð rBNÞ e Ethresα and V rest

B ð rBNÞ > Ethresβ ð4Þ
they belong to set β if

V rest
A ð rBNÞ > Ethresα and V rest

B ð rBNÞ e Ethresβ ð5Þ
or theymay belong to neither of them, called sets γ andδwith set
γ defined by

V rest
A ð rBNÞ > Ethresα and V rest

B ð rBNÞ > Ethresβ ð6Þ
and set δ defined by

V rest
A ð rBNÞ e Ethresα and V rest

B ð rBNÞ e Ethresβ ð7Þ
Generally, set δ should contain no or only a few configurations in
order to make a meaningful distinction between sets α and β.

Here, the configurations that belong to sets α and β are
defined via an energy threshold criterion Eξ

thres, which maps
configurations rB

N onto an energy VX
rest(rB

N) using the same
function VX

rest(rB
N) that is used in the reference Hamiltonian.

Thismeans that the configurations that belong to setsα and β are
defined through eqs 4 and 5, respectively. We note that these sets
α and β differ from the conformational ensembles A and B that
are through the end-state Hamiltonians defined by eq 1.

Alternatively, the conformational sets α and β could be
defined using a geometric measure such as an atom-positional
root-mean-square deviation (RMSD) from a given configuration,
either in Cartesian or in internal torsional coordinates, instead of
using the restraining functions VX

rest and threshold energies Eξ
thres.

Configurations then belong to set α if

RMSDð rBN , rB
N
α Þ e RMSDthres

α and RMSDð rBN , rB
N
β Þ > RMSDthres

β

ð8Þ
they belong to set β if

RMSDð rBN , rB
N
α Þ > RMSDthres

α and RMSDð rBN , rB
N
β Þ e RMSDthres

β

ð9Þ
or they belong to neither of them, called set γ and set δ:

γ : RMSDð rBN , rB
N
α Þ > RMSDthres

α and RMSDð rBN , rB
N
β Þ > RMSDthres

β

ð10Þ

δ : RMSDð rBN , rB
N
α Þ e RMSDthres

α and RMSDð rBN , rB
N
β Þ e RMSDthres

β

ð11Þ
Again, the thresholds RMSDξ

thres should be chosen such that set δ
contains no or only a few configurations.

In the procedure and expressions used in the optimization
of the parameters s and EB

R = EBA
R (EA

R is standardly set to zero
in two-state EDS), configurations that belong to sets γ and δ
can be ignored. Thus, we get for updating the energy offset

EB
R (corresponds to eq 13 of ref 36):

ERBðnewÞ ¼
� kBT lnÆfe�ðV rest

A � V rest
B þ ERBðoldÞÞ=kBT þ 1g�1æR, notγ, notδ þ ERBðoldÞ

ð12Þ
where configurations of sets γ and δ are excluded when calculating
the ensemble average over the ensemble of the reference state R.

For updating or rather choosing a new s parameter, we calculate

sA ¼ � fln e�ðjV rest
B � V rest

A j � ERBAÞ=kBT
D E

A
g�1 ð13Þ

and

sB ¼ � fln e�ðjV rest
A � V rest

B j þ ERBAÞ=kBT
D E

B
g�1 ð14Þ

and take the lowest s value as the new s

s ¼ minðsA, sBÞ ð15Þ
which corresponds to eq 14 of ref 36.

Ensembles A and B are obtained by reweighting the config-
urations generated using the reference state R to the correspond-
ing end state A or B. For a quantityQ(rB

N), which is a function of
the coordinates rB

N, we have

Qh iX ¼

Z
Q ð rBNÞ e�VX ð rBNÞ=kBT d rB

N

Z
e�VXð rBN Þ=kBT d rB

N
ð16Þ

or using the ensemble R

Qh iX ¼ Q e�ðVX � VRÞ=kBT� �
R

e�ðVX � VRÞ=kBTh iR
ð17Þ

Subsequently, the ensemble averaging in eq 17 could be
restricted to the sets α and β. In that case, these restricted
ensemble averages can be written as

Qh iA ¼
Q e�ðVA � VRÞ=kBT� �

R, notγ, notδ

e�ðVA � VRÞ=kBTh iR, notγ, notδ

¼
Q e�½V rest

A � VEDS, restðs, ERBAÞ�=kBT
� �

R, notγ, notδ

e�½V rest
A � VEDS, restðs, ERBAÞ�=kBT

� �
R, notγ, notδ

ð18Þ

and

Qh iB ¼
Q e�ðVB � VRÞ=kBT� �

R, notγ, notδ

e�ðVB � VRÞ=kBTh iR, notγ, notδ

¼
Q e�½V rest

B � VEDS, restðs, ERBAÞ�=kBT
� �

R, notγ, notδ

e�½V rest
B � VEDS, restðs, ERBAÞ�=kBT

� �
R, notγ, notδ

ð19Þ

In this way, erratic irrelevant energy values due to irrelevant
configurations not belonging to sets α and β are excluded from
influencing the parameter optimization for sampling of sets α
and β. Furthermore, configurations which belong to set δ that
have low VX

rest values are excluded too.
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The free enthalpy difference between two end-state
Hamiltonians B and A in the EDS simulation is evaluated
through36

ΔGBA ¼ GB � GA ¼ ΔGBR �ΔGAR ¼ � kBT ln
e�ðHB � HRÞ=kBT� �

R

e�ðHA � HRÞ=kBTh iR
ð20Þ

The expression used to obtain the free enthalpy difference
between conformational sets β and α from an ensemble gener-
ated using the reference-state Hamiltonian VR(rB

N;s,EBA
R ) reads

ΔGβα ¼ Gβ � Gα ¼ � kBT ln
NβðV physÞ
NαðV physÞ

( )
ð21Þ

whereNξ(V
phys) is the number of configurations belonging to set

ξ in an ensemble generated using Vphys. In terms of the ensemble
R generated using the reference-state potential energy VR, we get

(see Appendix)

ΔGβα ¼ � kBT ln
eþVEDS, rest=kBT
� �

R, setβ

eþVEDS, rest=kBTh iR, setα
� NβðVRÞ
NαðVRÞ

8<
:

9=
;

ð22Þ
In other words, the ensemble R that was generated using the
biasing potential energy function VEDS,rest is reweighted using
eq 22, and the configurations of the sets α and β are used in the
averaging via their relative populations in the ensemble R, i.e.,
Nα(VR) and Nβ(VR)

NβðVRÞ
NαðVRÞ ¼

δð rBN � rB
N
β Þ

D E
R

δð rBN � rB
N
α Þ

� �
R

ð23Þ

Table 1. Overview of the Simulations

end-state simulations

simulations initial structure simulation time [ns] no. of solvent molecules ÆVXrestæ [kJ mol�1] av. hydrogen bonds [%]

310-helix 310-helix 11 4336 31.7 65

α-helix α-helix 11 3204 3.7 59

π-helix π-helix 11 2660 1.9 71

thermodynamic integration (TI) simulations

simulations initial structure simulation time [ns] no. of solvent molecules

α-helix f π-helix α-helix 11 � 2 3204

α-helix/π-helix EDS parameter update simulations

simulations initial structure simulation time [ns] no. of solvent molecules update scheme

update1 α-helix 128� 0.15 3204 update after 1, 3, 7, 13... of 0.15 ns simulations

update2 π-helix 128� 0.15 2660 update after 1, 3, 7, 13... of 0.15 ns simulations

update3 α-helix 128� 0.15 3204 update after 1, 3, 7, 15... of 0.15 ns simulations

update4 π-helix 128� 0.15 2660 update after 1, 3, 7, 15... of 0.15 ns simulations

update5 α-helix 128� 0.15 3204 update after 1, 3, 7, 15... of 0.15 ns simulations, with excluding noninteresting states

update6 π-helix 128� 0.15 2660 update after 1, 3, 7, 15... of 0.15 ns simulations, with excluding noninteresting states

α-helix/π-helix EDS evaluation simulations

simulations initial structure simulation time [ns] no. of solvent molecules parameters taken from

EDS1 π-helix 51 2660 update1: s = 0.16, EB
R=13.9

EDS2 π-helix 51 2660 update2: s = 0.21, EB
R=10.1

EDS3 π-helix 51 2660 update3: s = 0.30, EB
R=7.2

EDS5 π-helix 51 2660 update5: s = 0.16, EB
R=14.1

α-helix/310-helix EDS parameter update simulations

simulations initial structure simulation time [ns] no. of solvent molecules update scheme

update7 α-helix 128� 0.15 3204 update after 1, 3, 7, 15... of 0.15 ns simulations

update8 310-helix 128� 0.15 4336 update after 1, 3, 7, 15... of 0.15 ns simulations

α-helix/310-helix EDS evaluation simulations

simulations initial structure simulation time [ns] no. of solvent molecules parameters taken from

EDS7 α-helix 51 3204 update7: s = 0.03, EB
R=68.7
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Equation 22 can be simply rewritten as

ΔGβα ¼ � kBT ln
NβðVRÞ
NαðVRÞ � kBT ln eþVEDS, rest=kBT

D E
R, setβ

þ kBT ln eþVEDS, rest=kBT
D E

R, setα
ð24Þ

Equation 24 is equivalent to the expression used in conforma-
tional state-specific one-step perturbation.40 In other words, the
EDS reference-state Hamiltonian can be used as the reference
state in one-step perturbation, ensuring sufficient sampling of
the conformational end states, which is reached by optimizing the
parameters s and EBA

R .
If simulations based on the end state potential energy func-

tions VX(rB
N), see eq 1, are available, these ensembles X = A and

X = B can also be used to obtain the free enthalpy difference

between conformational sets β and α (see Appendix):
ΔGβα ¼

� kBT ln
eþV rest

B =kBT
� �

B, setβ

eþV rest
A =kBT

� �
A, setα

� 1h iB, setβ
1h iA, setα

� e�ðVM � VAÞ=kBT� �
A

e�ðVM � VBÞ=kBTh iB

8<
:

9=
;

ð25Þ
in whichVM is an intermediate state connecting two end states. If we
use the EDS reference-state Hamiltonian as the intermediate state,
the ensemble averages in the last factor of eq 25 can be written as

e�ðVM � VXÞ=kBT
D E

X
¼ e�ðVEDS, restðs, ER

BA
Þ � V rest

X Þ=kBT
D E

X
ð26Þ

We refer to the Appendix for the derivations of eqs 22 and 25.

3. MOLECULAR MODEL AND COMPUTATIONAL
METHOD

3.1.MolecularModel, DefinitionofEnd-StateHamiltonians,
and Conformational Sets. The model system considered is an

Figure 3. Thermodynamic integration (TI) simulations from state A (α-helix, λ = 0.0) to state B (π-helix, λ = 1.0) which restrain alanine deca-peptide
into conformational sets α (α-helix) and β (π-helix), respectively. (a) Æ(∂VTI)/(∂λ)æλ as a function of λ. (b) A schematic representation of Vphys, the
nonbiased potential energy at different configurations corresponding to different λ values, and the λ-dependent pathway and real energy barrier between
the two states. (c, d) Time evolution of (∂VTI)/(∂λ) and backbone atom-positional RMSD of the peptide with respect to theα-helix or theπ-helix of the
TI simulations at λ = 0.4 (c) or λ = 0.5 (d).



3889 dx.doi.org/10.1021/ct200623b |J. Chem. Theory Comput. 2011, 7, 3884–3897

Journal of Chemical Theory and Computation ARTICLE

alanine deca-peptide capped at both termini with methyl groups,
acetyl-(Ala)10-N-methyl (Figure 1), solvated in water. The GRO-
MOS force field 53A641 was used for the peptide, and the water
solvent molecules were represented by a rigid three-site simple-
point-charge (SPC)42 model.
The restraining potential energy term VX

rest(rB
N;KX

rest,rB0ξ
N ) used

to characterize different end-state Hamiltonians is defined as an
attractive half-harmonic function applied to all of the hydrogen-
bonding pairs of O and H atoms:

V rest
X ð rBN ;Krest

X , rB
N
0ξÞ ¼ 1

2
Krest
X ∑

NHB, ξ

i¼ 1
ðdiX � d0ξÞ2 when diX > d0ξ

¼ 0 when diX e d0ξ ð27Þ
where X = A, B, and C, which restrains the peptide into an α-, π-,
and 310-helix, respectively (Figure 2). NHB,ξ is the number of
hydrogen bonds (8, 7, or 9) of these three helices, and diX is the
distance between the hydrogen bonding O and H atoms (Tables
S1�S3, Supporting Information). KX

rest is the force constant, and
d0ξ is the reference distance. They were set to 30 kJ mol�1 nm�2

and 0.25 nm for stateA, 150 kJmol�1 nm�2 and 0.25 nm for state
B, and 2700 kJ mol�1 nm�2 and 0.19 nm for state C. The
parameters were chosen such that in the end-state simulations,
the averages of corresponding helical hydrogen-bond popula-
tions are about 60�70% (Table 1 and Supporting Information
Tables S1�S3 and Figures S1�S3).
The conformational sets α and β corresponding to the helices

were defined through atom-positional root-mean-square devia-
tion (RMSD) of the backbone atoms (N, CA, C) of the peptide
(including the two termini) from the ideal helix, according to
eqs 8 and 9. The three ideal helices (rBξ

N) were defined through
the j and ψ backbone torsional-angle values (�57.8�, �47.0�)
for the α-helix, (�57.0�, �70.0�) for the π-helix, and (�49.0�,
�27.0�) for the 310-helix. The RMSD threshold value RMSDξ

thres

was set to 0.15 nm for all three helices.
In the TI and EDS simulations, the peptide was solvated

in different numbers of water molecules (Table 1). In the end-
state simulations, different numbers of solvent molecules
were used too, depending on the size of the solute; a minimum
distance of 1.4 nm of any solute atom to the walls of the periodic
box was required. A test simulation of the π-helix solvated in 3204

water molecules did not yield significantly different results (data
not shown).
3.2. Thermodynamic Integration (TI). The TI simulations

were carried out from state A to state B, which restrain the
peptide into the conformational sets α (α-helix) and β (π-helix),
respectively. The λ-dependent potential energy term V(λ) of
the Hamiltonian for the TI simulations was defined as the sum of
two attractive half-harmonic functions for the end-state Hamil-
tonians A and B (eq 27), multiplied by (1 � λ) and λ,
respectively, added to Vphys(rB

N):

VTIð rBN ; λÞ ¼ ð1� λÞ1
2
Krest
A ∑

NHB,α

i¼ 1
ðdiα � d0αÞ2

þ λ
1
2
Krest
B ∑

NHB, β

i¼ 1
ðdiβ � d0βÞ2 þ Vphysð rBNÞ

ð28Þ

where diα and diβ are the distances between the α-helical or π-
helical hydrogen bonding atoms O and H, respectively, and the
harmonic restraints are only applied when diξ > d0ξ. The free
enthalpy difference between the two end-state Hamiltonians B
and A can be calculated through

ΔGBA ¼
Z 1

0

∂VTI

∂λ

� �
λ

dλ ð29Þ

Figure 4. Distributions of the energy difference VB�VA in the simula-
tions of end states A (α-helix) and B (π-helix) for different simulation
periods.

Table 2. Free Enthalpy Differences (in kJ mol�1) of the
Two End-State Hamiltonians B (π-helix) and A (α-helix),
ΔGBA, and the Two Conformational Sets β (π-helix) and α
(α-helix), ΔGπα, of the Alanine Deca-Peptide in Aqueous
Solutiona

ΔGBA ΔGπα

TI

TI 10.6 ( 1.1

end-state simulationsb

crossing point 8.1 ( 2

M1 3.0 ( 0.9

M2 4.1 ( 1.0

M3 4.7 ( 1.2

M4 5.3 ( 1.3

EDSc

EDS1 13.7 ( 0.9 5.6 ( 0.8

EDS2 10.8 ( 0.6 4.5 ( 0.7

EDS3 13.0 ( 0.8 4.5 ( 0.8

EDS5 10.5 ( 0.6 5.6 ( 0.7
a Statistical uncertainties (except the one for the crossing point) were
estimated by block averaging.49 bEnd-state simulations: ΔGBA was
calculated through the crossing point of the energy difference distribu-
tions, see also Figure 2. ΔGπα was calculated through eq 25 using EDS
reference-state Hamiltonians as intermediate states. M1: s = 0.30, EB

R =
7.2 kJ mol�1. M2: s = 0.18, EB

R = 12.0 kJ mol�1. M3: s =�0.30, EB
R =0.0 kJ

mol�1. M4: s = �1.00, EB
R = 0.0 kJ mol�1. c EDS: ΔGBA was calculated

through eq 20.ΔGπαwas calculated through eq 22. The EDS parameters
are given in Table 1.
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with

∂VTI

∂λ
¼ � 1

2
Krest
A ∑

NHB,α

i¼ 1
ðdiα � d0αÞ2 þ 1

2
Krest
B ∑

NHB,β

i¼ 1
ðdiβ � d0βÞ2

when diξ > d0ξ

¼ 0 when diξ e d0ξ
ð30Þ

At each of the 11 equidistant λ values, the system was
equilibrated for 1 ns followed by 1 ns of production. The final
configuration after 1 ns simulation at a λ value was used as the
starting configuration for the next λ value.
3.3. End-State Simulations. The three end-state simulations

for the three helices were carried out for 11 ns. The energy
difference VB(rB

N) � VA(rB
N) defined through eqs 1 and 27 was

calculated in the simulations of the end states A and B. The
crossing point of the two distributions of VB(rB

N) � VA(rB
N)

generated in the two simulations was used as an estimate for the
free enthalpy difference between the end states B and A. The first
1 ns of both simulations was treated as equilibration time, and the
last 10 ns were used to calculate the free enthalpy difference. In
addition, the last 10 ns were divided into two continuous 5 ns
periods, for which the corresponding distributions and crossing
points were also calculated.

The free enthalpy difference between the conformational sets β
(π-helix) and α (α-helix) was calculated through eq 25 using four
different EDS reference-state Hamiltonians as the intermediate states.
M1: s = 0.30, EBA

R = 7.2 kJ mol�1. M2: s = 0.18, EBA
R = 12.0 kJ mol�1.

M3: s=�0.30,EBA
R =0.0 kJmol�1.M4: s=�1.00,EBA

R =0.0 kJmol�1.
3.4. Enveloping Distribution Sampling (EDS) Simulations.

Six EDS parameter update simulations were performed to find
the optimal reference state parameters for calculating the free
enthalpy difference between the π-helix and the α-helix for
128� 0.15 ns (Table 1). Either the α-helix or the π-helix served
as the initial configuration. The parameters s and EB

R = EBA
R (EA

R is
standardly set to zero in two-state EDS) were updated at fixed
time points: after the first, third, seventh, and 13th etc. 0.15 ns
simulation periods, or after the first, third, seventh, and 15th etc.
0.15 ns simulation periods. That is, the simulation time period
was either increased by 0.3 ns or doubled after each update. The
new s and EB

R parameters were calculated without excluding any
configurations or with excluding the noninteresting conforma-
tional sets γ and δ through eqs 12, 18, and 19. We refer to ref 36
for details of the updating scheme.
Four of the six resulting s and EB

R parameters were used for
EDS evaluation simulations of 51 ns (Table 1). The free enthalpy
difference between the two end states, i.e. ΔGBA, was calculated
through eq 20, and the free enthalpy difference between the two
conformational sets, i.e. ΔGπα, was calculated through eq 22.

Figure 5. Time evolutions of different properties in the α-helix/π-helix EDS parameter update simulations update1 (left panels) and update2 (right
panels), see also Table 1. From top to bottom: backbone atom-positional RMSD of the peptide with respect to theα-helix or π-helix, the restraining and
the EDS reference potential energies, smoothness parameter s, energy offset EB

R. The vertical dashed lines show when the updates of s and EB
R are

carried out.
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Two EDS parameter update simulations and one EDS evalua-
tion simulation was carried out for calculating the free enthalpy
difference between the 310-helix and the α-helix (Table 1).
3.5. Simulation Setup and Analysis. The starting configura-

tions of the α-, π-, and 310-helices were constructed by setting all
of the j and ψ backbone torsional angles to (�57.8�, �47.0�),
(�57.0�, �70.0�), and (�49.0�, �27.0�), respectively. The
initial configurations were first energy-minimized in a vacuum
with all hydrogen bonds restrained. Each of them was then
solvated in a rectangular box containing explicit SPC42 water.
The resulting numbers of water molecules are listed in Table 1.
The solvated configurations were further energy minimized to
remove possible steric clashes. These configurations were used as
the reference configurations for the atom-positional RMSD
calculations. An equilibration scheme was carried out for each
system. The atom velocities were generated from a Maxwell
distribution at 60 K, and the simulation temperature was
gradually raised to 300 K, while the strength of the position-
restraining potential energy term for the solute atoms was
decreased from 2.5� 104 kJ mol�1 nm�2 to 25 kJ mol�1 nm�2.
The simulations were carried out at a constant temperature of

300 K and a constant pressure of 1 atm using the GROMOS
simulation package.43�45 The solute molecules and the water
solvent were separately coupled to a temperature bath at 300 K

by means of weak coupling,46 using a relaxation time of 0.1 ps.
The pressure was calculated with a molecular virial and held
constant by weak coupling46 to an external pressure bath with a
relaxation time of 0.5 ps, using an isothermal compressibility of
4.575 � 10�4 (kJ mol�1 nm�3)�1. All bond lengths and the
geometry of the water molecules were constrained using the
SHAKE algorithm47 with a relative geometric accuracy of 10�4,
allowing a time step of 2 fs in the leapfrog algorithm to
integrate the equations of motion. For the treatment of the
nonbonded interactions, twin-range cutoff radii of 0.8/1.4 nm
were used. Interactions within 0.8 nm were evaluated every
time step. The intermediate range interactions were updated
every fifth time step, and the long-range electrostatic interac-
tions beyond 1.4 nm were approximated by a reaction field
force48 according to a dielectric continuum with a dielectric
permittivity of 61.
Trajectory coordinates and energies were stored at 1 ps

intervals for analysis. Atom-positional RMSDs were calculated
after translational superposition of solute centers of mass and
rotational least-squares fitting of the atomic coordinates of
all backbone atoms of the alanine deca-peptide. Hydrogen
bonds were defined by a maximum H-atom-acceptor distance
of 0.25 nm and a minimum donor-H atom-acceptor angle
of 135�.

Figure 6. Time evolutions of different properties in the α-helix/π-helix EDS parameter update simulations update3 (left panels) and update4 (right
panels), see also Table 1. From top to bottom: backbone atom-positional RMSD of the peptide with respect to theα-helix or π-helix, the restraining and
the EDS reference potential energies, smoothness parameter s, energy offset EB

R. The vertical dashed lines show when the updates of s and EB
R are

carried out.
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4. RESULTS AND DISCUSSION

4.1. Free Enthalpy Estimation from Thermodynamic In-
tegration (TI) Simulations. Æ(∂VTI)/(∂λ)æλ as a function of
λ in the TI simulations is shown in Figure 3a. This curve presents
two unusual features. First, there is a sudden change of
Æ(∂VTI)/(∂λ)æλ between λ values 0.4 and 0.5. Second, the first
five λ values have a similar value for Æ(∂VTI)/(∂λ)æλ, and the last
six λ values have again a similar value. The backbone atom-
positional RMSD of the peptide in the simulations at λ values 0.4
and 0.5 are shown in Figure 3c and d together with (∂VTI)/(∂λ).
When λ = 0.4, the α-helical conformation was mostly sampled,
whereas at λ = 0.5 mainly the π-helical conformation was
sampled. This can explain the sharp drop in the Æ(∂VTI)/(∂λ)æλ
curve. Some attempts of transition between the two helices also
occurred during the simulations.
If we look closer at the λ-dependent pathway between the two

end states of the TI simulation, as shown by a schematic
representation of Vphys in Figure 3b, state A and state B, which
restrain the peptide into the α-helix and the π-helix, respectively,
are in different local minima. There is a barrier between them,
and the pathway defined by eq 28 crosses the barrier. Thus, at
small λ values, the system remained in the local minimum of state
A, and mostly the α-helix was sampled. At large λ values, on the
other hand, the system stayed in state B, and mostly the π-helix

was sampled. At the intermediate λ values, transitions between
two helices should occur but are rare, which affects the conver-
gence of Æ(∂VTI)/(∂λ)æλ. Since the barrier hinders an accurate
evaluation of Æ(∂VTI)/(∂λ)æλ at these λ values, the integral in
eq 25 is not very precise.
The free enthalpy difference between two end states B and A,

i.e., ΔGBA, obtained by TI using eq 29 is 10.6( 1.1 kJ mol�1. In
view of the discussion above, the statistical uncertainty estimated
by block averaging49 underestimates the real error bar. To
calculate the free enthalpy difference between the two conforma-
tional sets β (π-helix) and α (α-helix), i.e. ΔGπα, reweighting
must be applied.
4.2. Free Enthalpy Estimation fromEnd-State Simulations.

The distributions of VB�VA in the simulations of both end states
are shown in Figure 4, in which the crossing point can be used as
an estimate for the free enthalpy difference between the two end
statesB andA, i.e.ΔGBA. The result obtained is 8.1 kJ mol�1. The
energy distributions of the first 5 ns and second 5 ns of the
simulations differ in the tail parts (inset of Figure 4), which
means that the result suffers from statistical uncertainty. In fact,
the crossing points of distributions averaged over different
simulation periods range from less than 7 kJ mol�1 to more
than 10 kJ mol�1, indicating that the statistical uncertainty of the
result is about 2 kJ mol�1.

Figure 7. Time evolutions of different properties in the α-helix/π-helix EDS parameter update simulations update5 (left panels) and update6 (right
panels), see also Table 1. From top to bottom: backbone atom-positional RMSD of the peptide with respect to theα-helix or π-helix, the restraining and
the EDS reference potential energies, smoothness parameter s, energy offset EB

R. The horizontal gray line represents an RMSD of 0.15 nm used to define
set α (α-helix) and set β (π-helix); the vertical dashed lines show when the updates of s and EB

R are carried out.
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The free enthalpy differences between the two conformational
sets β (π-helix) andα (α-helix) calculated through eq 25 are listed
in Table 2 for the four different EDS reference-state Hamiltonians
used as intermediate states, of which two have positive s para-
meters and the other two have negative s parameters. s > 0
corresponds to an EDS reference-state Hamiltonian which
envelopes the parts of configuration space of both states A and
B, while s < 0 results in an EDS reference-state Hamiltonian
which is a subset of both states A and B.35 The results of
EDS reference-state Hamiltonians with the negative s parameters
as the intermediate states should be more reliable, because
Æe�(VM�VA)/kBTæA and Æe�(VM�VB)/kBTæB in eq 25 aremore accurate
if VM is sampling a subset of the conformations belonging to VA
and VB, assuming that the two end states have overlapping
conformational spaces, and that these are sufficiently sampled.
This method is in principle very similar to the overlap sampling
method,31,32 the only difference being the choice of the inter-
mediate state. Thus, the overlap sampling method can also be
generalized to the free energy calculation of different conforma-
tional states.
4.3. Free Enthalpy Estimation from Enveloping Distribu-

tion Sampling (EDS) Simulations. The backbone atom-
positional RMSD of the peptide for the EDS parameter update

simulations update1 and update2 are shown in the upper panels of
Figure 5. Both α- and π-helices were sampled during the
simulations; the typical residence time between transitions was
on the time scale of nanoseconds. The smoothness parameter s
and the energy offset parameter EB

R show strong anticorrelations
during the update procedure (bottom panels of Figure 5). The
evolution of the parameters is highly dependent on the config-
urations sampled; therefore they show large fluctuations
during the update procedure. The same quantities for the EDS
parameter update simulations with increasing simulation time
periods between updates, update3 and update4, are shown in
Figure 6. Longer time periods ensured more transitions between
the two helical conformations, thus reducing the fluctuations of
the parameters to a certain extent. The exclusion of the less
relevant conformations, sets γ and δ, during the update proce-
dure did not influence the fluctuations and therefore did not
improve the convergence of the parameters (Figure 7).
The resulting values for the s and EB

R parameters are 0.16 and
13.9 kJ mol�1, 0.21 and 10.1 kJ mol�1, 0.30 and 7.2 kJ mol�1,
0.29 and 7.4 kJ mol�1, 0.16 and 14.1 kJ mol�1, and 0.18 and 12.9
kJ mol�1 for the six update simulations, respectively. It seems to
be difficult to reach convergence to unique optimal parameters,
but all of the resulting s and EB

R parameter values are in a

Figure 8. Time evolutions of backbone atom-positional RMSD of the peptide with respect to the α-helix or π-helix, free enthalpy differences of the two
end-state Hamiltonians B (π-helix) and A (α-helix), ΔGBA, and free enthalpy differences of the two conformational sets β (π-helix) and α (α-helix),
ΔGπα, in four EDS evaluation simulations.
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reasonable range. Moreover, there may be more than one set of
EDS parameters that allows optimal sampling of both end states
A and B using the reference-state Hamiltonian HR. Trying yet
other update schemes would not help to converge the para-
meters, because the limiting factor is the relatively long residence
time required at the end states. Longer time periods between
updates or the use of enhanced sampling techniques may
improve the convergence of the s and EB

R parameters.
Time evolutions of backbone atom-positional RMSD of

the peptide, of ΔGBA and ΔGπα in the four EDS evalua-
tion simulations (Table 1) are shown in Figure 8. ΔGBA was
calculated through eq 20 and does not depend explicitly on the
number of configurations belonging to each of the conforma-
tional sets α and β, whereasΔGπαwas calculated through eq 22
and does depend on them. Nevertheless, the two properties
show a similar trend in all four simulations; i.e., the free
enthalpy differences tend to increase when set α is sampled
and to decrease when set β is sampled. Though having quite
different s and EB

R parameters, the four EDS simulations gave
similar pictures, except for the relative populations of the two
conformational sets α and β. The curves of ΔGBA become flat
after 20�30 ns (Figures 8 and S4, Supporting Information),
while the convergence of ΔGπα is slower because the relative
population of the conformational set β versus set α (the
last term in eq 22) converges slower, i.e., after 20�40 ns

(Figures 8 and S5, Supporting Information). Again, application
of enhanced sampling techniques might speed up the conver-
gence of the free enthalpy differences.
The results for ΔGBA and ΔGπα in the four EDS evaluation

simulations are shown in Table 2. The difference inΔGBA among
the four simulations is about 3 kJ mol�1. The block averaging
used underestimates, with values less than 1 kJ mol�1, the
statistical uncertainties of the results. For ΔGπα, the difference
among the four values is within 1 kJ mol�1. The EDS results for
both free enthalpy differences are consistent with the corre-
sponding ones obtained from the TI and end-state simulations.
The results of the EDS calculations to obtain the free enthalpy

difference ΔG310α between a 310-helix and an α-helix for deca-
alanine in aqueous solution are shown in Figures 9 and 10.
Various quantities for two EDS parameter update simulations
connecting two end states A (α-helix) and C (310-helix), update7
and update8, are shown in Figure 9. The convergence of the s and
EB
R parameters is much faster than for the EDS simulations

connecting the end states A (α-helix) and B (π-helix), probably
due to a larger overlap of the phase spaces between the end states
A and C. The resulting s and EB

R parameters are 0.03 and 68.7 kJ
mol�1 and 0.03 and 70.5 kJ mol�1 for the update7 and update8
simulations, respectively. The RMSD, ΔGCA, and ΔG310α for
the EDS evaluation simulation, EDS7, are shown in Figure 10.
Although EB

R is very big and many transition events were

Figure 9. Time evolutions of different properties in the α-helix/310-helix EDS parameter update simulations update7 (left panels) and update8 (right
panels), see also Table 1. From top to bottom: backbone atom-positional RMSD of the peptide with respect to the α-helix or 310-helix, the restraining
and the EDS reference potential energies, smoothness parameter s, energy offset EB

R. The vertical dashed lines show when the updates of s and EB
R are

carried out.
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occurring, the simulation sampledmostly the α-helix. The results
are 83.2 ( 1.9 kJ mol�1 and 47.1 ( 2.5 kJ mol�1 for ΔGCA and
ΔG310α, respectively.
4.4. Free Enthalpy Differences between Three Helices.

According to the EDS simulations, the free enthalpy differences
of the π-helix and the 310-helix versus the α-helix are 5 kJ mol�1

and 47 kJ mol�1, respectively, for the alanine deca-peptide using
the GROMOS 53A6 force field in SPC water solvent. That is, the
α-helix and the π-helix are of similar stability, whereas the 310-
helix is very unstable for deca-alanine. In a different context,
studies21 have shown that for the CHARMM22 force field, these
values are �1.9 kcal mol�1 and 20.9 kcal mol�1 for the free
enthalpy differences of the π-helix and the 310-helix versus the α-
helix of deca-alanine in TIP3P water solvent. Unfortunately, no
corresponding experimental data are available for deca-alanine in
aqueous solution.

5. CONCLUSION

In this work, statistical-mechanical expressions were formu-
lated which allow the application of the technique of enveloping
distribution sampling (EDS) to the computation of free enthalpy
differences between different conformations or conformational
states instead of between different Hamiltonians. Different
helical conformations, i.e., 310-, α-, and π-helices, of an alanine
deca-peptide in explicit water solvent were considered. The
results were compared to those obtained from the standard
technique of thermodynamic integration (TI) and from end-
state simulations.

A reasonably accurate result was obtained using TI simula-
tions, in which the λ-dependent pathway was defined on the basis
of the hydrogen bonds characterizing the different helical con-
formations. Because this pathway involves an energetic barrier in
the physical potential energyVphys, a large change occurred in the

Æ(∂VTI)/(∂λ)æλ curve for λ values at the barrier. Moreover, it is
difficult to converge Æ(∂VTI)/(∂λ)æλ in the simulations at inter-
mediate λ values due to the instability of the conformations near
the barrier. Thus, the TI result suffers from statistical uncertainty.
One may argue that TI might have produced a better result if a
better pathway, i.e., λ-dependence of the biasing potential energy
terms, had been defined. However, often a “better” pathway that
avoids a barrier is not so easily found. This is one of the
drawbacks of the TI method.

This situation can be avoided by estimating the free enthalpy
difference based on end-state simulations. However, in that case,
overlap of conformational space between the two end states is
required for such calculations to yield meaningful results.

In the two-state EDS simulations, an unphysical reference-state
Hamiltonian which allows sampling of the conformations relevant
to the different end states is constructed automatically. Both
helices were sampled during the simulations, and the transitions
between them were on the time scale of nanoseconds, which
makes the convergence of the EDS smoothness parameter and the
EDS energy offset parameter to their “optimal” values slow.
However, the resulting EDS parameters of the different EDS
parameter update simulations were in a reasonable range. Extend-
ing the time period between updates did speed up the conver-
gence, whereas the exclusion of conformations not relevant to the
two conformations did not improve the convergence in this case.

The EDS evaluation simulations using these EDS reference
states were used to calculate the free enthalpy differences
between the two end states and between the two helical
conformations. The different EDS reference-state Hamiltonians
gave similar results. According to the EDS simulations, for the
deca-alanine using the GROMOS 53A6 force field and SPC
water as the solvent, the α-helix and the π-helix are of similarly
stability, whereas the 310-helix is very unstable.

Figure 10. Time evolutions of backbone atom-positional RMSD of the peptide with respect to the α-helix or 310-helix, free enthalpy differences of the
two end-state Hamiltonians C (310-helix) and A (α-helix), ΔGCA, and free enthalpy differences of the two conformational sets β (310-helix) and α
(α-helix), ΔG310α, in EDS evaluation simulation EDS7.
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The presented EDS method can be considered as a parti-
cular type of umbrella sampling, with an automatically generated
biasing umbrella potential energy function of the particular form
eq 2, which is solely based on end-state potential energy
functions and which ensures the sampling of both end-state
conformations. We have shown that the EDS method is applic-
able to computing conformational free energy differences as well
as alchemical ones. Only two-state problems were considered,
but the method can be generalized to multiple-state problems
and can be further optimized by combination with techniques to
speed up the sampling of conformational space.

’APPENDIX

Equation 22 can be derived as follows. According to eq 21, we
have

ΔGβα ¼ Gβ �Gα

¼ � kBT ln

Z
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N
β Þ d rBN

Z
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N
α Þ d rBN

8>><
>>:

9>>=
>>;

ð31Þ

where δ(rB
N � rBξ

N) is the delta function that selects configura-
tions that belong to set ξ. Using eq 2, we can rewrite eq 31 as
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Using eq 23 in eq 32, we find eq 22.
Using the definition VX = Vphys + VX

rest for X = A and X = B,
eq 31 can also be rewritten as
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which is eq 25.
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ABSTRACT: The ionization states of amino acids influence the structure, function, stability, solubility, and reactivity of proteins
and are difficult to determine unambiguously by experimental means. Thus, it is very important to be able to determine them
theoretically and with high reliability. We have analyzed how well DFT functionals, often used to characterize complex and large
models such as proteins, describe the zero-point-exclusive proton affinity at 0 K, PAel

0K, for the ionizable side chains of lysine (Lys),
histidine (His), arginine (Arg), and aspartate (Asp�) as well as the cysteine (Cys�), serine (Ser�), and tyrosine (Tyr�) anions. The
reference values PAel

0K were determined at the very accurate CCSD(T)/CBS level. Those values were obtained by the sum of the
complete basis set limit of the MP2 energies plus a CCSD(T) correction term evaluated with the aug-cc-pVTZ basis set. The
complete basis set limit of MP2 energies was determined using the Truhlar and Helgaker extrapolation schemes. A new, important,
and consistent DFT benchmarking database for PAel

0K and for proton transfer between two different ionizable side chains,ΔPAel
0K, is

provided, making this work relevant to all studies with ionizable amino acids side chains that use DFT. Among the 64 density
functionals tested, theMPW1B95-D3, XYG3, MPW1B95, B1B95-D3, BMK, BMK-D3,M06-2X, B1LYP, B1B95, PBE1PBE, CAM-
B3LYP, B97-1, PBE1KCIS, B3P86, CAM-B3LYP-D3, B3LYP, B98, M06-L, and M06 provide the most accurate PAel

0K values for all
ionizable amino acids studied, with errors below 1.5 kcal/mol, which translate into an error of less than 1 pKa unit in solution.
Furthermore, among the best rated to predict PAel

0K, we have found thatM06-2Xwas the most accurate density functional for proton
transfers between different amino acids.

’ INTRODUCTION

Amino acids are critical to life. They are the building units of
proteins and have countless fundamental functions in the
metabolism of all living beings. The amino acid residues with
ionizable side chains make up, on average, 29% of the residues in
proteins.1 Their ionization state influences the structure, func-
tion, stability, solubility, and reactivity of proteins.2,3 Solvent
exposure, Bohr effect, charge�dipole interactions, and charge�
charge interactions are important environmental effects that
change the ionization state of the amino acid residues in
proteins4 and, consequently, the charge of the proteins. The
enzymatic reactivity strongly depends on the ionization state of
the active site residues and on the proton transfers taking place
between them. The recognition of ligands and drugs by biological
receptors is strongly influenced by the charge of the receptor.
The knowledge of the ionization state of amino acid residues in
proteins is thus of great importance to the chemical and
pharmaceutical industries.

Experimental methods that assign the ionization state to the
amino acid residues are typically indirect and difficult to
perform.5,6While the proton affinities of a large variety of organic
molecules have been measured, the data on amino acid residues
in proteins is less complete, in part because they tend to be
relatively nonvolatile and thermally labile.5 Moreover, the meth-
ods of measuring proton affinities (equilibrium measurements,
reaction bracketing, and kinetic methods) provide only relative

values. As there is still significant uncertainty in the reference
scale of proton affinities, it becomes difficult to rank them on an
absolute scale.5 The proton affinity of a given amino acid can vary
significantly in different protein environments, which makes
difficult the unambiguous determination of its ionization state.
The fact that the protons are not detectable by X-ray crystal-
lography further complicates this issue.5,6 As experimental meth-
ods face severe impracticalities in many situations it becomes
very important to calculate the protonation state of the ionizable
amino acid side chains.

There are numerous studies that report different kinds of
theoretical approaches and procedures, which predict the pro-
tonation state of ionizable residues.7�12Most of them predict the
pKa and/or the proton affinities (PA) and/or the gas-phase
basicities (GPB) in a specific environment and compare the
predictions with experimental values. Many of these methods are
knowledge-based.11,12 Even though this philosophy is quite
useful, knowledge-based methods always have the limitation of
depending on the training set that is used for the calibration and
typically fail in the most complex and unusual cases, which
constitute the most interesting ones from a biochemistry point
of view. Moreover, given the extraordinary diversity of micro-
environments that proteins can build up, knowledge-based

Received: May 4, 2011
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approaches can never be as robust as would be desirable in this
context. This said, we admit that in many instances, within the
actual level of development of electronic structure calculations,
knowledge-based methods can lead to smaller average errors, as
the calculation of long-range interactions and the inclusion of
flexibility in proteins is prohibitively time-consuming with elec-
tronic structure methods. However, electronic structure calcula-
tions have the potential of retrieving extremely precise results,
both in usual and unusual environments with comparable
accuracy. This is the basic reason why the scientific community
is investing so much effort to predict protonation states with
high-level electronic structure calculations. Although some stud-
ies have been made with wave function methods,7,13,14 the most
frequently used methods to determine the protonation state of
the residues are based onDensity Functional Theory (DFT),10,15

which can be quite effective with much less computational time if
the proper functionals are chosen.

However, it is not trouble-free to properly choose a DFT
functional among the very large number currently available.
Moreover, new density functionals continue to appear, taking
the performance of DFT to new levels of accuracy. The selection
of the functional to use will have to depend on the problem at
hand. To correctly choose the DFT functionals, we should
look for new benchmarking studies that test several density

functionals against experimental data or higher-level methods on
the specific system under consideration.15�20 Our goal here is to
analyze how well DFT functionals describe the protonation state
of the ionizable side chains of the amino acids Lys, His, Arg, Asp,
Cys, Ser, and Tyr.

The proton affinity at a given temperature is, by definition, the
enthalpy of reactions 1 or 2, depending on whether the base is
negatively charged or not.

BHþ f
ΔHR ¼PA

B þ Hþ ð1Þ

B f
ΔHR ¼PA

B� þ Hþ ð2Þ

In this work, instead of calculating the proton affinity (PA), we
have calculated the zero-point-exclusive proton affinity at 0 K
(the electronic proton affinity, PAel

0K) for the ionizable amino acid
side chains. This corresponds to the difference in the elec-
tronic energy between the deprotonated and protonated side
chains only.

We have not calculated the entropy of the process (which
would be needed in order to calculate gas-phase acidities/
basicities) because its translational and rotational contributions
are equivalent for all of the functionals, and the zero point energy

Figure 1. Representation of the structures and pKa values of all ionizable amino acids and corresponding models.
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(ZPE) (and consequently the vibrational entropy) is not the
quantity that we intend to benchmark. Additionally, by using the
same geometry for all functionals, we can compare more clearly
the results with high-level CCSD(T) calculations, without con-
tributions from different geometries or different vibrational
frequencies.

The difference in the electronic energy between the deproto-
nated and protonated side chains is by far the dominant and the
most sensitive factor in the proton affinity. It is also the quantity
that has the slower convergence along with the quality of the
theoretical level.

We have used two ab initio methods, MP2 (second Moller�
Plesset perturbation theory) and CCSD(T) (single and double
excitation coupled cluster theory with perturbative triple
correction), and extrapolated the energy to the complete basis
set limit (CBS) to compute the PAel

0K at the very accurate
CCSD(T)/CBS level.

The comparison of the extrapolated CCSD(T)/CBS PAel
0K

with the results obtained from the calculations with 64 density
functionals provides the capabilities and limitations of current
DFT functionals to describe the ionizable amino acid side chains.
Therefore, we deliver an important and consistent DFT bench-
marking database, making this work relevant to all studies with
ionizable amino acids side chains in which the use of very
accurate post-HF methods is not yet feasible, e.g., most mechan-
istic studies with biological systems.

’COMPUTATIONAL DETAILS

Models of the Ionizable Amino Acids Side Chains.We have
used the complete molecules of the smallest amino acids Asp,
Ser, and Cys, while for the bigger Tyr, Arg, Lys, and His (for
which the use of the CCSD(T)methods with very large basis sets
is impractical), we have used models that represent the ionizable
amino acid side chains. All molecules have been modeled with
neutral terminations to mimic better their electronic structure
when they are inserted in a protein backbone. Figure 1 shows the
molecules used here. The models that represent the Tyr, Lys,
Arg, and His side chains have an experimental pKa very close to
the respective amino acid, therefore constituting excellent mod-
els to study the pKa of the side chains of the real residues. A
phenol molecule (pKa = 9.9)

21 models the Tyr side chain (pKa =
10.1).22 An n-propylguanidine (pKa = 12.7) models the Arg side
chain (pKa = 12.4),23 and a 1-butilamine (pKa = 10.6)24 models
the Lys side chain (pKa = 10.5).25 Concerning His, we have
chosen a histamine molecule as a model because both have the
same pKa value (pKa = 6.0).26 The side chain of this amino acid
has one δ nitrogen atom (near the backbone) and one ε nitrogen
atom (far from backbone), which have a similar tendency to lose
their protons (the difference in energy between the two proto-
nated species is approximately 0.5 kcal/mol).7 Therefore, we
have studied only the deprotonation of the ε nitrogen atom. This
article is focused on these structures/models, and therefore
whenever the amino acids are mentioned throughout the text,
these models are meant. Figure 1 shows all of the molecules used
in the calculations.
Post-HF ab Initio Calculations. We have started by fully

optimizing the geometry of each amino acid in implicit solvent at
the MP2/6-311+G(d,p) level. It would have been more consis-
tent to calculate the proton affinities with the minimum-energy
geometry given by each of the density functionals instead of using
MP2 geometries. However, the optimization at the MP2/6-311

+G(d,p) theoretical level is known to give good geometries, and
it is not biased toward any functional. The solvent was modeled
through the Polarizable Continuum Model (PCM) using the
polarizable conductor calculation model (CPCM)27,28 and the
dielectric constant and radius of water. The purpose was to avoid
artificial intramolecular interactions due to the lack of environ-
ment. The optimized geometries are shown in the Supporting
Information. There are no internal hydrogen bonds within the
molecules.
For each optimized structure, we have carried out single point

energy calculations in a vacuum at the frozen-core CCSD(T) and
frozen-core MP2 levels using the Pople basis sets 6-31G*(0.25),
6-31+G(d), and 6-31+G(d,p) and the Dunning basis sets aug-cc-
pVDZ and aug-cc-pVTZ. The modified 6-31G*(0.25) basis set
includes d-polarization functions with an exponent of 0.25, which
makes them more diffuse than the standard d orbitals and
simultaneously accounts for polarization and diffusion. We have
also calculated the energies with the aug-cc-pVQZ basis set at the
MP2 level. Considering the large size of our models, it was
unfeasible to use the aug-cc-pVQZ basis set with CCSD(T). The
aug-cc-pVTZ basis set may give less accurate results for the sulfur
atom present in the Cys side chain.29 However, we will only
analyze energy differences and not the absolute energies. There-
fore, most of these eventual inaccuracies will cancel out when we
calculate PAel

0K.
Extrapolation of the Energies to the Basis Set Limit. The

Dunning basis sets constitute hierarchical sequences that enable
us to extrapolate the correlation energy to the CBS limit.
To extrapolate the energies to the MP2/CBS level, we have

employed both the Truhlar and the Helgaker extrapolation
schemes. The total energy at the CBS limit (EMP2/CBS) was
obtained as the sum of the CBSHartree�Fock energy (EHF/CBS)
and the CBS correlation energy (Ecorr/CBS) (eq 3).

EMP2=CBS ¼ EHF=CBS þ Ecorr=CBS ð3Þ
The extrapolations of the Hartree�Fock energy and of the
correlation energy were made independently because the con-
vergence characteristics are very different, with the Hartree�
Fock energy converging much faster than the correlation energy.
The Truhlar extrapolation employed here uses the aug-cc-pVXZ
(X = 2 and 3) basis sets (see eq 4).30,31 The parametersα and β in
eq 4 have the values of 4.93 and 2.13.32 Ecorr/DZ energies were
obtained with MP2/aug-cc-pVDZ, and Ecorr/TZ energies were
obtained with MP2/aug-cc-pVTZ.

ETruhlarMP2=CBS ¼ 3α

3α � 2α
EHF=TZ � 2α

3α � 2α
EHF=DZ

þ 3β

3β � 2β
Ecorr=TZ �

2β

3β � 2β
Ecorr=DZ ð4Þ

While the HF energy converges rather quickly with the basis set
size, the slow basis set convergence of the correlation energy is
usually considered to be the major obstacle in obtaining CBS
energies.31�35 However, even though the correlation energy
converges slower, it seems to do so in a more systematic way,
and thus it may give rise to a lower extrapolation error.
To extrapolate the correlation energy to the CBS limit using

larger basis sets (beyond the triple-ζ quality), we have also used
the Helgaker et al. extrapolation scheme.36 The corresponding
equation when the aug-cc-pVTZ and aug-cc-pVQZ basis sets are
used is presented in eq 5, in which Ecorr/TZ is the correlation
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energy at the MP2/aug-cc-pVTZ level and Ecorr/QZ is the
correlation energy at the MP2/aug-cc-pVQZ level.

Ecorr=CBS ¼ 43Ecorr=Q Z � 33Ecorr=TZ
43 � 33

ð5Þ

We could have used the correlation energies resulting from the
aug-cc-pVDZ and aug-cc-pVTZ basis sets in this extrapolation.
However, this would lead to very large errors in the extrapolated
results.37

It is generally considered that the extrapolation error is
dominated by the correlation energy. This tendency is also
clearly present in our study (please see the Supporting In-
formation). Therefore, the choice of the method to extrapolate
the HF energy (typically polynomial or exponential) does not
strongly affect the results. Here, we have used the Truhlar scheme
to extrapolate the HF energy in all cases. We also tested the
method of Helgaker.38 However, its coefficient was optimized
with results calculated using the cc-pVXZ basis sets, and there-
fore it was less appropriate for our calculations than the method
of Truhlar. Nevertheless, the difference between the HF/CBS
values using both extrapolation schemes was small (mean
unsigned difference of 0.10 kcal/mol). Probably a significant
part of the difference does not come from the extrapolation
schemes themselves but from the use of a coefficient optimized
for the cc-pVXZ basis sets.
The final CBS energy corresponds to the sum of the CBS HF

energy, extrapolated using the Truhlar scheme, and the CBS
correlation energy, extrapolated with the Helgaker et al.:

EHelgakerMP2=CBS ¼ EHF=CBS þ EHelgakercorr=CBS ð6Þ
We have calculated theMP2/CBS correlation energies with both
extrapolation schemes discussed above, for all amino acid side
chains considered in this work.
The difference between the CCSD(T) and MP2 energies

(ΔECCSD(T)�MP2) has a small basis set dependence in many
chemical systems (see, e.g., reference39). To estimate the CCSD-
(T)/CBS energy, we have calculatedΔECCSD(T)�MP2 and added
this difference to the MP2/CBS energy. This is a standard
procedure, based on the assumption that the difference between
MP2 and CCSD(T) has a small dependence on the basis set.
The CCSD(T)/CBS electronic energy values can thus be given
by eq 7.

ECCSDðTÞ=CBS ¼ EHelgakerMP2=CBS þ ΔEðCCSDðTÞ�MP2Þ=TZ ð7Þ
To evaluate how dependent from the basis set this term is, we
have calculated ΔECCSD(T)�MP2 with the 6-31G*(0.25), 6-31
+G(d), and 6-31+G(d,p) and the aug-cc-pVDZ and aug-cc-
pVTZ basis sets.
We could have calculated the CCSD(T)/CBS energy extra-

polating directly from the CCSD(T)/aug-cc-pVDZ and aug-cc-
pVTZ values (without using the MP2 energies), using the
method of Helgaker et al.37 However, the procedure was shown
to lead to significant errors, due to the use of the CCSD(T)/aug-
cc-pVDZ energy in the extrapolation, which is still too far from
the CBS limit to be beneficial for the extrapolation.37,39 We
tested this method, and indeed we could find differences of about
2 kcal/mol in relation to the more reliable extrapolation based on
eq 7. To benchmark the density functionals, we have used
ΔECCSD(T)�MP2 calculated with the aug-cc-pVTZ basis set.
The other basis sets were used only for the purpose of studying

the convergence of ΔECCSD(T)�MP2. Therefore, whenever we
refer simply to the CCSD(T)/CBS energy in this work, we are
assuming that ΔECCSD(T)�MP2 was calculated with the largest
basis set. The reference value of PAel

0K for the DFT bechmarking
is defined as eq 8:

PA0K
el ¼ EA

�
CCSDðTÞ=CBS � EHACCSDðTÞ=CBS ð8Þ

The differences in PAel
0K between amino acid pairs (ΔPAel

0K) were
also calculated to evaluate the accuracy of the DFT calculation of
the energy involved in proton transfers between side chains, an
extremely common situation in, e.g., reactions catalyzed by
enzymes. ΔPAel

0K may eventually benefit from the cancellation
of the systematic errors resulting from the calculation of PAel

0K

and is the quantity of interest in many mechanistic studies.
DFT Calculations. As the accuracy of DFT strongly depends

upon the choice of the functional used for the specific system and
property, single point energy calculations with 64 density func-
tionals (2 of the local spin density approximation (LSDA) type,
16 of the generalized gradient approximation (GGA) type, 8 of
the meta-GGA (m-GGA) type, 21 of the hybrid-GGA (h-GGA)
type, 14 of the hybrid-meta GGA (hm-GGA) type, and 3 double
hybrid-GGA (hh-GGA) type; please see Table 5 for a complete
description of the functionals used) were carried out using the
6-311++G(2d,2p) basis set. We have chosen the 6-311++G-
(2d,2p) basis set because it was the most complete basis set that
can be used with most biological systems that typically include
over 100 atoms. Calculations with more complete basis sets
would become intolerably time-consuming in large systems.
Moreover, this basis set is usually close to the CBS limit with
DFT, which converges rather quickly with basis set size,40 and
differences in energy arising from the use of larger basis sets
usually amount to a few tenths of kilocalorie per mole. The
accuracy of DFT results is thus determined by both the trunca-
tion error of the basis set employed and the intrinsic error due to
the approximate nature of each functional.
Post-HF and DFT calculations were carried out using the

Gaussian 03 suite of programs,41 except for the double hybrids
and dispersion-corrected (B3LYP-D and B97-D) functionals
that were carried out using the Gaussian 09 suite of programs.42

We have used the default grid sizes. The meta-hybrid density
functionals are mostly sensitive to the grid size (in particular the
M06 suite, which is known to be extremely sensitive in this
regard).43 To check whether the default grid was accurate
enough, we tested the default grid (a pruned (75,302) grid)
and the ultrafine grid (a pruned (99 590) grid).We have repeated
the calculations with the M06 and M06-2X functionals, and the
largest difference obtained was only 0.03 kcal/mol in PAel

0K

(average absolute difference of 0.02 kcal/mol). The influence
of the grid size used was found to be insignificant on the systems
and properties studied here.
Grimme’s D3 correction44 was applied to a few density

functionals (B3LYP-D3, MPW1B95-D3, B1B95-D3, CAM-
B3LYP-D3, and BMK-D3). The D3 correction was calculated
using the program available online at Grimme’s Web site45 and
using the Becke�Johnson damping.46�48

’RESULTS AND DISCUSSION

Calculation of PAel
0K at the MP2/CBS Level. There are few

methods to accurately determine thermochemical parameters,
and the extrapolation to the complete basis set (CBS) using a
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series of correlation consistent bases together with high-level
post-HF methods is among those that provide the best results.
Here, we have used high-level post-HF ab initio methods (MP2
and CCSD(T)), which were corrected using basis set extrapola-
tion techniques to obtain reference CCSD(T)/CBS energies.
Two extrapolation schemes were used and compared. Subse-
quently, we performed a comparison between the results of 64
DFT functionals and the extrapolated post-HF ab initiomethods
to examine the performance of various DFT functionals in
predicting the PAel

0K values for every ionizable amino acid side
chain. The absolute electronic energies calculated at the HF/aug-
cc-pVXZ (X = 2�4), MP2/aug-cc-pVXZ (X = 2�4), and
CCSD(T)/aug-cc-pVXZ (X = 2�3) theoretical levels can be
found in Table S1 of Supporting Information. Table 1 shows the
PAel

0K values obtained at the MP2 level and the aug-cc-pVDZ,
aug-cc-pVTZ, and aug-cc-pVQZ basis sets.
Table 2 summarizes the PAel

0K values at the MP2/CBS level
(the separate HF and correlation energies can be found in Table
S2 of the Supporting Information) obtained with the extrapola-
tion scheme of Truhlar. The differences between PAel

0K at the
MP2/CBS and MP2/aug-cc-pVXZ (X = 2�4) levels are also
shown. The results reveal that the MP2/CBS values are not
closer to the quadruple-ζ result than to the triple-ζ result (both
the MUE and the MSE to the CBS values are equivalent for the
triple and quadruple basis sets). The convergence of PAel

0K with
the basis set size is impressively fast. The results with the aug-cc-
pVTZ basis set are already at 0.17 kcal/mol from the CBS limit
(in average), and the maximum difference between the triple-ζ
and the CBS values is 0.29 kcal/mol. We conclude that the
extrapolated values for these systems and property are not
obviously more accurate than the triple-ζ values. However, this
conclusion only holds for PAel

0K, which is based on energy
difference. If we consider the absolute electronic energies of
the protonated and deprotonated species, then the extrapolated
values are much closer to the quadruple-ζ results (average
MUE = 0.08 kcal/mol, average MSE = �0.08 kcal/mol) than
to the triple-ζ results (average MUE = 0.18 kcal/mol, average
MSE = �0.18 kcal/mol). Further details can be found in
Tables S2 and S3 in the Supporting Information.
We have calculated also the PAel

0K at the MP2/CBS level
using the Helgaker extrapolation scheme. This extrapolation
involved the MP2/aug-cc-pVTZ and MP2/aug-cc-pVQZ elec-
tronic energies, as well as the Truhlar extrapolated HF en-
ergies. The values provided by this method are expected to be
more accurate and reliable because they are based in larger
basis sets than those used in the Truhlar method (they are also

much more expensive in terms of CPU power and seldom
feasible in biological systems of interest with up to 100 atoms,
in which the use of the aug-cc-pVTZ basis set is already a
challenge). Table 3 shows the MP2/CBS PAel

0K values obtained
with the Helgaker method, as well as the difference between
both extrapolated methodologies.
The data shows that the difference between the PAel

0K values
at the MP2/CBS level extrapolated with both methods is very
small in most cases (absolute average of 0.35 kcal/mol only).
The only exception is Cys, which shows a more significant
deviation (�0.86 kcal/mol). Even though the use of such large
basis sets might be very useful in applications involving a very
limited number of atoms/electrons, if we consider typical
(larger) biological systems, the extrapolation using quadruple-
ζ basis sets will probably be detrimental for the quality of the
overall results. The application of this large basis set would force
the researcher to reduce significantly the size of the molecular
models, introducing errors much larger than the few tenths of a
kilocalorie per mole that can result in terms of accuracy
(assuming that the difference between both methods is trans-
lated into a gain in accuracy for the extrapolation using larger
basis sets).
Calculation of PAel

0K at the CCSD(T)/CBS Level. The CCSD-
(T)/CBS energies were obtained adding to the MP2/CBS
energies the energy difference between CCSD(T) and MP2

Table 1. PAel
0K at the MP2 Level and the Correlation-Con-

sistent aug-cc-pVDZ, aug-cc-pVTZ, and aug-cc-pVQZ Basis
Sets (All Values in kcal/mol)

PAel
0K for each basis set

amino acid aug-cc-pVDZ aug-cc-pVTZ aug-cc-pVQZ

Asp� 346.36 347.50 347.42

Cys� 351.94 353.92 353.87

His 235.29 236.23 236.27

Ser� 374.11 375.49 375.53

Lys 226.33 226.85 226.76

Arg 245.96 247.50 247.71

Tyr� 352.49 354.21 354.36

Table 2. PAel
0K Calculated at the MP2/CBS Level Using the

Truhlar Extrapolation Schemea

PAel
0K

amino

acids

MP2/

CBS

MP2/CBS-MP2/

aug-cc-pVDZ

MP2/CBS-MP2/

aug-cc-pVTZ

MP2/CBS-MP2/

aug-cc-pVQZ

Asp� 347.56 1.20 0.06 0.14

Cys� 354.08 2.14 0.15 0.20

His 235.99 0.70 �0.24 �0.28

Ser� 375.68 1.57 0.19 0.15

Lys 226.71 0.38 �0.15 �0.05

Arg 247.42 1.45 �0.09 �0.30

Tyr� 354.51 2.02 0.29 0.14

MUE 1.35 0.17 0.18

MSE 1.35 0.03 0.00
aThe difference between PAel

0K values obtained with a CBS and with the
aug-cc-pVXZ (X = 2�4) is also shown. All values in kcal/mol.

Table 3. PAel
0K Values at the MP2/CBS Level Obtained with

the Helgaker Extrapolation Scheme Using the aug-cc-pVTZ
and aug-cc-pVQZ Basis Sets, As Well As the Difference
between the Truhlar and Helgaker et al. Extrapolation
Methods (ΔPAel

0K; All Values in kcal/mol)

amino acids PAel
0K (MP2/CBS) ΔPAel

0K

Asp� 347.19 0.38

Cys� 353.22 0.86

His 236.27 �0.28

Ser� 375.37 0.31

Lys 226.69 0.02

Arg 247.84 �0.43

Tyr� 354.31 0.20
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(ΔECCSD(T)�MP2). This last term was calculated with several
basis sets to check for its convergence with basis set size. The
ΔECCSD�MP2 and PAel

0K values obtained in this way are shown in
Tables 4 and 5.
The difference between CCSD(T) and MP2 is significant, as

expected. However, such a difference seems to be efficiently
accounted for by the ΔECCSD�MP2 term with the aug-cc-pVTZ
basis set. The averageMUEΔECCSD�MP2 difference between the
double and triple-ζ basis sets is only 0.17 kcal/mol, and the
MaxE is 0.47 kcal/mol. We cannot calculate exactly the accuracy
of the ΔECCSD�MP2 term because we would need to know the
CCSD(T)/CBS energy extrapolated from the CCSD(T) ener-
gies only. As we have only the double- and triple-ζ basis sets
results with this method, we cannot obtain an accurate extra-
polation of the CCSD(T) just from them. However, the data in
Table 4 clearly show that the accuracy ofΔECCSD�MP2 increases
monotonically with basis set size (bothMUE andMaxE) and that
the 6-31G*(0.25) basis set should be avoided in these systems as
the deviation for the largest basis set is significantly large. The
aug-cc-pVTZ basis set should be used, at least to obtain predic-
tions that safely converge within chemical accuracy. However,
this basis set is prohibitively large for many applications at the
CCSD(T) level.
On the basis of these observations, we have used the

ΔECCSD�MP2 correction with the aug-cc-pVTZ basis set and
the MP2/CBS values obtained with the Helgaker et al. extra-
polation scheme to obtain the PAel

0K at the CCSD(T)/
CBS level.
The MP2/CBS extrapolated energy differences converge

much better and faster than absolute energies but are still
approximations. The frozen-core approximation and the conver-
sion of MP2/CBS into CCSD(T)/CBS through eq 7 also
introduce small errors in the final values. Others sources of error
(e.g., the use of aug-cc-pVTZ to describe the sulfur atom or the
truncation of the expansion of the cluster operator) are present as
well. Altogether, these values may result in an uncertainty of a few
tenths of a kilocalorie per mole (the exact value is difficult to
estimate). As these approximated CCSD(T)/CBS energy differ-
ences were used to benchmark the density functionals, a part of
the error attributed to DFT might arise from the uncertainty in
the reference CCSD(T)/CBS values, which may slightly affect
the order in which the functionals are classified.

Benchmarking of Density Functionals. This assessment
does not represent the global quality of the functionals, which
must be measured through the calculation of diverse sets of
properties in a representative set of molecular systems. Instead,
this study just evaluates specifically the accuracy of the descrip-
tion of the zero-point exclusive proton affinity at 0 K for amino
acid side chains. We have benchmarked 64 density functionals
(2 LSDA, 16 GGA, 8m-GGA, 21 h-GGA, 14 hm-GGA, and 3 hh-
GGA; please see Table 5 for a complete description of the
functionals used) through single point energy calculations at the
DFT/6-311++G(2d,2p)//MP 2/6-311++G(d,p) level. The
mean unsigned error (MUE PAel

0K) and maximum error (MaxE
PAel

0K) between these values and the CCSD(T)/CBS value is
shown in Table 5.
All of these values are important in order to understand the

accuracy provided by each functional in, e.g., biological acid/base
catalysis, in which some of these amino acids are involved in the
catalytic cycles. We have divided the density functionals into
three groups according to theΔPAel

0KMUE. In group I, theMUE
ranges from 0 to 1.42 kcal/mol (which corresponds to an error
below 1 pKa unit at 310.15 K). Group II includes the functionals
with MUE between 1.42 and 2.84 kcal/mol (which corresponds
to an error between 1 and 2 pKa units at 310.15 K). Group III
includes functionals with a MUE above 2.84 kcal/mol (errors
above 2 pKa units). The density functionals that provide the
more accurate PAel

0K values are MPW1B95-D3, XYG3,
MPW1B95, B1B95-D3, BMK, BMK-D3, M06-2X, and B1LYP.
They have aMUE close to chemical accuracy andMaxE of circa 2
kcal/mol. The remaining functionals of group I (B1B95,
PBE1PBE, CAM-B3LYP, B97-1, PBE1KCIS, B3P86, CAM-
B3LYP-D3, B3LYP, B98, and M06-L) and both M06 and
B3LYP-D (marginally in group II but better than any other of
this group) also show very satisfactory performance with MUEs
below 1.48 kcal/mol and MaxE’s of circa 3 kcal/mol. MPW1B95
in particular has the lowest MUE and one of the lowest MaxE’s.
All of these functionals are nonlocal, even though there is no
correlation between the MUE and the fraction of HF exchange.
The very popular B3LYP functional ranks 16th in terms of MUE
and 11th in terms of MaxE, belonging to the group of the most
accurate functionals. The performance of the dispersion-cor-
rected B3LYP-D functional ranks 19th and 18th in terms ofMUE
and MaxE.

Table 4. ΔECCSD(T)�MP2 with the Pople Basis Sets (6-31G*(0.25), 6-31+G(d), and 6-31+G(d,p)) and Correlation-Consistent
Basis Sets (aug-cc-pVDZ and aug-cc-pVTZ)a

ΔECCSD(T)�MP2 PAel
0K

amino acids 6-31G*(0.25) 6-31+G(d) 6-31+G(d,p) aug-cc-pVDZ aug-cc-pVTZ CCSD(T)/CBS

Asp� 1.23 2.58 2.76 2.60 2.61 349.80

Cys� 2.29 1.72 1.77 2.81 2.34 355.55

His 2.39 2.35 2.40 2.43 2.58 238.84

Ser� 3.20 2.30 2.53 2.37 2.53 377.90

Lys 1.27 1.09 1.26 1.18 1.34 228.03

Arg 2.68 1.18 1.39 1.40 1.62 249.47

Tyr� 3.28 3.17 3.33 3.05 3.05 357.36

MUE 0.52 0.27 0.21 0.17 0.00

MaxE 1.38 0.62 0.57 0.47 0.00
aThe mean unsigned error (MUE) and maximum error (MaxE) between theΔECCSD(T)�MP2 values of each basis set and the largest basis set (aug-cc-
pVTZ) are also shown. The ΔECCSD(T)�MP2 value with the aug-cc-pVTZ was used to calculate the PAel

0K for each amino acid extrapolated to the
CCSD(T)/CBS level (last column on the right of the table). All values in kcal/mol.



3904 dx.doi.org/10.1021/ct200309v |J. Chem. Theory Comput. 2011, 7, 3898–3908

Journal of Chemical Theory and Computation ARTICLE

Table 5. Differences in the PAel
0K Values Calculated at the DFT/6-311++G(2d,2p)//MP2/6-311++G(d,p) Level and at the

CCSD(T)/CBS Level, for Each Amino Acida

functional type %HFχ MUE MaxE Asp� Cys� His Ser� Arg Lys Tyr�

MPW1B95-D344,49�52 hm-GGA 31 0.79 2.25 �0.24 0.50 1.05 �0.72 2.25 0.55 �0.24

XYG353,54 hh-GGA 80.33 0.83 1.87 �1.04 0.70 �0.50 �1.28 0.15 0.29 �1.87

MPW1B9549�52 hm-GGA 31 0.85 2.49 �0.03 0.78 1.29 �0.56 2.49 0.78 �0.03

B1B95-D344,50,55 hm-GGA 28 0.91 2.29 �0.13 0.67 1.66 �0.73 2.29 0.66 �0.25

BMK56 hm-GGA 42 0.93 1.83 �0.72 �1.66 1.06 0.10 1.83 0.25 �0.90

BMK-D344,56 hm-GGA 42 1.00 2.21 �1.10 �2.21 0.60 �0.19 1.40 �0.20 �1.29

M06-2X17,57 hm-GGA 54 1.08 2.09 �0.47 �2.09 �1.64 �0.25 �0.81 �1.52 �0.78

B1LYP55,58,59 h-GGA 25 1.10 1.92 �1.17 �0.06 1.27 �1.92 1.88 0.34 �1.05

B1B9550,55 hm-GGA 28 1.11 2.77 0.28 1.28 1.66 �0.40 2.77 1.16 0.18

PBE1PBE60 h-GGA 25 1.17 2.98 0.17 0.79 1.79 �0.69 2.98 1.39 �0.40

CAM-B3LYP61 h-GGA 19/65** 1.18 2.00 �2.00 �0.57 0.25 �1.72 1.18 �0.99 �1.51

B97�162 h-GGA 21 1.31 2.91 0.24 0.73 2.23 �0.96 2.91 1.81 �0.26

PBE1KCIS60,63,64 hm-GGA 22 1.31 2.85 �0.24 0.93 1.96 �1.31 2.85 1.30 �0.57

B3P8650,51,55 h-GGA 20 1.32 3.11 0.03 1.21 2.13 �0.95 3.11 1.49 �0.32

CAM-B3LYP-D344,61 h-GGA 19/65** 1.33 2.30 �2.30 �0.96 �0.11 �1.96 0.83 �1.35 �1.82

B3LYP50,55,59 h-GGA 20 1.34 2.78 �1.60 �0.18 1.21 �2.78 1.78 0.22 �1.61

B9865 h-GGA 21.98 1.35 3.17 0.44 0.79 2.47 �0.57 3.17 1.95 0.06

M06-L66 m-GGA 0 1.38 2.95 1.14 2.95 1.27 �1.19 2.26 0.56 �0.30

B3LYP-D67�69 h-GGA 20 1.48 3.00 �1.08 0.29 1.87 �2.13 3.00 1.04 �0.93

M0617,57 hm-GGA 27 1.48 2.95 �1.42 �0.06 �1.09 �2.95 0.32 �2.26 �2.30

B3LYP-D344,50,55,59 h-GGA 20 1.56 3.28 �2.23 �1.05 0.42 �3.28 1.01 �0.60 �2.29

B3PW9150,55,70 h-GGA 20 1.63 3.68 0.58 1.89 2.67 �0.42 3.68 2.08 0.11

MPW3LYP49,59,70 h-GGA 21.8 1.65 3.67 �2.35 �0.96 0.63 �3.67 1.19 �0.39 �2.35

MPW1KCIS16,49,64,70 hm-GGA 15 1.66 2.85 �0.60 1.22 2.19 �2.26 2.85 1.49 �1.02

MPW1PW9149,70 h-GGA 25 1.72 3.77 0.88 1.90 2.61 0.25 3.77 2.14 0.51

TPSS1KCIS64,71,72 hm-GGA 13 1.75 2.84 �0.48 1.46 2.32 �2.26 2.84 2.14 �0.75

O3LYP59,73,74 h-GGA 11.61 1.86 4.01 0.77 2.35 3.09 0.06 4.01 2.73 �0.03

TPSSh71 hm-GGA 10 1.89 3.12 �0.14 1.96 2.79 �2.02 3.12 2.81 �0.40

MPW1S49,70,75 h-GGA b 1.97 4.91 �2.11 �0.05 1.28 �4.91 1.82 0.69 �2.95

VSXC76 m-GGA 0 2.10 5.16 �0.97 0.51 3.27 �5.16 3.05 1.47 �0.27

BHandH55,59 h-GGA 50 2.15 4.19 �2.52 �4.19 �1.31 �1.81 0.66 �2.26 �2.29

BPBE55,60 GGA 0 2.23 5.55 �2.13 0.23 1.56 �5.55 1.93 1.04 �3.18

G96LYP59,77 GGA 0 2.25 6.07 �2.88 �0.36 1.40 �6.07 1.35 0.36 �3.33

MPWB1K78 hm-GGA 44 2.26 3.78 1.73 1.85 2.19 2.31 3.78 1.76 2.16

BPW9155,70 GGA 0 2.26 5.46 �2.08 0.39 1.68 �5.46 2.04 1.10 �3.04

HCTH14762 GGA 0 2.27 3.92 �0.53 1.39 2.87 �3.92 3.44 2.26 �1.46

TPSSTPSS71 m-GGA 0 2.33 4.71 �1.65 1.09 2.28 �4.71 2.24 2.32 �2.03

OLYP59,73 GGA 0 2.34 4.39 �0.58 1.42 2.63 �4.39 3.23 2.42 �1.74

HCTH40762 GGA 0 2.41 4.10 �0.38 1.31 3.11 �4.08 4.10 2.49 �1.43

TPSSLYP1W59,71,79 m-GGA 0 2.42 6.08 �3.00 0.29 2.00 �6.08 1.30 1.61 �2.62

B97-D68 GGA 0 2.43 4.30 �0.30 1.55 3.44 �3.46 4.30 3.04 �0.89

MPWKCIS49,64,70 m-GGA 0 2.45 6.81 �3.20 �0.58 1.10 �6.81 1.25 0.31 �3.90

MPWPW9149,70 GGA 0 2.45 6.81 �3.19 �0.80 0.85 �6.81 1.18 0.22 �4.11

BB1K50,55,80 hm-GGA 42 2.56 4.04 2.06 2.29 2.50 2.57 4.04 2.08 2.40

PBE1W60,79 GGA 0 2.66 7.52 �3.73 �1.46 0.42 �7.52 0.63 �0.27 �4.60

wB97X-D81,82 h-GGA 22.20/100c 2.67 4.82 1.59 2.39 3.55 1.85 4.82 2.83 1.67

BP8651,55 GGA 0 2.70 7.48 �3.83 �1.96 0.01 �7.48 0.15 �0.55 �4.88

HCTH9362 GGA 0 2.70 4.79 0.99 3.09 4.08 �2.18 4.79 3.62 �0.11

BB9550,55 m-GGA 0 2.74 8.01 �4.03 �1.43 �0.07 �8.01 0.12 �0.75 �4.75

BHandHLYP55,59 h-GGA 50 2.74 4.26 1.98 1.82 2.88 3.29 4.26 2.05 2.91

B2PLYP83 hh-GGA 53 2.78 4.13 2.18 1.63 2.87 3.51 4.13 2.19 2.94

B97�262 h-GGA 21 2.86 4.78 2.10 3.28 3.71 1.21 4.78 3.34 1.65

PBEPBE60 GGA 0 3.02 8.15 �4.22 �2.28 �0.23 �8.15 0.12 �0.79 �5.34
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The inclusion of dispersion effects (D correction) in B3LYP
systematically increased the PA value and worsened the overall
results (+0.14 kcal/mol in the MUE and +0.23 kcal/mol in the
MaxE). The opposite tendency was seen with the D3 correction.
Here, the correction, in all of the five tested functionals and in
every amino acid, decreased the PA values by 0.2�0.7 kcal/mol.
In three functionals, the D3 correction also worsened the results
(B3LYP-D3, +0.22 in MUE and +0.50 in MaxE; CAM-B3LYP-
D3, +0.16 in MUE and +0.30 in MaxE; BMK-D3, +0.07 in MUE
and +0.37 in MaxE), while in the other two functionals, the
results were improved (MPW1B95-D3, �0.06 in MUE and
�0.24 inMaxE; B1B95-D3,�0.19 inMUE and�0.48 inMaxE).
In general, the influence of the dispersion corrections in these
systems is small (always below 1.2 kcal/mol, 0.5 kcal/mol in
average). As we deal with single, small molecules, there are few
dispersive interactions in the zero overlap region, where disper-
sion is unaccounted for by density functionals. Moreover, as the
geometries of the protonated and unprotonated amino acids are
very similar, and the difference is just a proton, most of the
dispersion cancels out when we calculate PAel

0K.
In general, there is a positive correlation between MUE and

MaxE. The MaxE for each density functional is not always
provided by the same amino acid. If we consider only groups I
and II (MU E < 2.84 kcal/mol, pKa errors < 2), we can see that
there are no significant differences in the MUEs of each amino
acid (averaged over all of those functionals), except for serine, in
which the MUE is larger on average (MUE(Asp�) = 1.4 kcal/
mol, MUE(Cys�) = 1.3 kcal/mol, MUE(His) = 1.8 kcal/mol,
MUE(Ser�) = 2.9 kcal/mol, MUE(Arg) = 2.4 kcal/mol, MUE-
(Lys) = 1.4 kcal/mol, MUE(Tyr�) = 1.6 kcal/mol). With very
few exceptions M06, M06-2X, CAM-B3LYP-D3, CAM-B3LYP,
and BMK-D3 systematically underestimated PAel

0K while B98,
B1B95, B97-1, B3P86, and M06-L overestimated this value.
In recent papers, it was suggested that M06-2X and M06 were

the best functionals for a combination of main-group thermo-
chemistry, kinetics, and noncovalent interactions.17,57 Other
studies have concluded that B3LYP and B98 were very precise
in the calculation of proton affinities for small models such as
pirrole, quinoline,89 γ-butyrolactone, and 2-pyrrolidinone.14 Our
results show that all of these hybrid and hybrid-meta functionals
are very good to describe the PAel

0K of the ionizable amino acid
side chains, with errors below 1 pKa unit.
Many biological mechanisms involve proton transfers between

ionizable amino acid side chains (e.g., reaction mechanisms

in enzymes). Therefore, it becomes very important to evaluate
the performance of the density functionals in systems that
involve proton transfers between different amino acids. For that
purpose, we have calculated the accuracy of the proton transfer
energies (ΔEPT) between every pair of the seven studied amino
acids for the 20 more accurate density functionals (MPW1B95,
PBE1KCIS, M06-2X, B1LYP, B1B95, PBE1PBE, B97-1, B3P86,
B3LYP, B98, M06, M06-L, MPW1B95-D3, B1B95-D3, BMK,
BMK-D3, CAM-B3LYP, CAM-B3LYP-D3, B3LYP-D, and
XYG3). The accuracy was measured by the MUE between the
ΔEPT energies calculated at the DFT level and at the CCSD(T)/
CBS level.
Table 6 shows the errors (differences between the DFT and

CCSD(T)/CBS energies) obtained for each proton transfer
between every amino acid pair. If systematic errors are present
in PAel

0K, the accuracy ofΔEPT will be greater than the accuracy of
PAel

0K. In the absence of systematic errors, the error should be
larger in ΔEPT than in PAel

0K (due to error propagation). Table 7
shows the MUE in ΔEPT for the 20 density functionals.
The present results can be used in many ways. To begin with,

they clearly show that M06-2X is the most accurate density
functional for proton transfers, in general, and B3LYP and
B3LYP-D are the less accurate, in general, among the 20 best
rated to predict PAel

0K values. On the other hand, if one wants to
be very specific, theΔEPT values are useful in identifying the best
density functional to describe each specific enzymatic system.
For example, for the pancreatic elastase catalytic mechanism90 in
which a proton transfer occurs from one serine to one histidine,
we see that the three density functionals that provide the most
accurate results are XYG3, BMK-D3, BMK, andM06-2X. There-
fore, one of these four functionals might be used in proteins
belonging to the serine protease family. Similarly, the results
suggest that the M06-L, M06, XYG3, and M06-2X density
functionals are the best to describe the proton transfer from
carboxylic acids to histidines that occurs in the sulfotransferase
enzymes.91 However, wemust keep inmind that the energetics of
enzyme reactions depends on many more factors beyond proton
transfers and that the choice of the density functional should not
be only grounded in this criterion.
It is important to note that the pKa values of the ionizable

residues in folded proteins are influenced by the local environ-
ment. Therefore, the results presented in this work show only
how well DFT describes the gas-phase proton affinities. The
proton affinities in proteins will also depend on the description of

Table 5. Continued
functional type %HFχ MUE MaxE Asp� Cys� His Ser� Arg Lys Tyr�

mPW2PLYP84 hh-GGA 55 3.28 5.17 2.48 1.79 3.30 4.00 5.17 2.75 3.47

PBELYP1W59,60,79 GGA 0 3.29 8.83 �4.94 �2.37 �0.11 �8.83 �0.34 �1.19 �5.30

BLYP55,59 GGA 0 3.52 8.87 �5.10 �2.69 �0.38 �8.87 �0.63 �1.44 �5.55

MPW1N49,70,85 h-GGA b 3.62 5.33 3.00 3.20 3.68 3.73 5.33 3.29 3.11

MPWKCIS1K16,49,64,70 hm-GGA 41 3.86 5.49 3.11 3.57 4.01 3.96 5.49 3.44 3.47

MPW1K49,70,75,86 h-GGA 42.8 3.87 5.54 3.28 3.37 3.83 4.18 5.54 3.45 3.46

MPWLYP1W49,59,70,79 GGA 0 3.95 9.52 �5.60 �3.16 �0.68 �9.52 �0.93 �1.77 �5.99

MPWB9549,50,70 m-GGA 0 4.05 9.37 �5.14 �2.65 �0.92 �9.37 �2.81 �1.63 �5.84

MPWLYP49,59,70 GGA 0 4.57 10.23 �6.19 �3.92 �1.22 �10.23 �1.48 �2.31 �6.62

SVWN387,88 LSDA 0 7.45 13.08 �9.02 �8.00 �3.84 �13.08 �2.79 �5.36 �10.03

SVWN587,88 LSDA 0 8.25 14.04 �9.74 �9.07 �4.49 �14.04 �3.54 �5.97 �10.91
aThe mean unsigned error (MUE PAel

0K) and maximum error (MaxE PAel
0K) are also shown. All values in kcal/mol. bNot available. cThe first value is %

HFχ at short range, and the second value is %HFχ at long range.
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noncovalent interactions (among other factors), which are
different for each functional.

Table 6. ΔEPT for the 12 Density Functionalsa

MPW1B95

Asp� Cys� His Ser� Arg Lys Tyr�

PBE1KCIS Asp� 0 0.81 1.33 �0.52 2.52 0.82 0.01

Cys� 1.16 0 0.52 �1.34 1.71 0.01 �0.81

His 2.19 1.03 0 �1.85 1.20 �0.51 �1.32

Ser� �1.08 �2.24 �3.27 0 3.05 1.34 0.53

Arg 3.09 1.92 0.89 4.16 0 �1.70 �2.52

Lys 1.54 0.38 �0.65 2.62 �1.55 0 �0.81

Tyr� �0.33 �1.50 �2.53 0.74 �3.42 �1.88 0

M062X

Asp� Cys� His Ser� Arg Lys Tyr�

B1LYP Asp� 0 �1.62 �1.17 0.22 �0.34 �1.05 �0.31

Cys� 1.11 0 0.45 1.84 1.28 0.57 1.31

His 2.44 1.33 0 1.39 0.83 0.12 0.86

Ser� �0.75 �1.86 �3.19 0 �0.56 �1.27 �0.53

Arg 3.05 1.94 0.61 3.80 0 �0.71 0.03

Lys 1.51 0.40 �0.93 2.26 �1.53 0 0.74

Tyr� 0.12 �0.99 �2.32 0.87 �2.93 �1.39 0

B1B95

Asp� Cys� His Ser� Arg Lys Tyr�

PBE1PBE Asp� 0 1.00 1.37 �0.69 2.49 0.88 �0.10

Cys� 0.62 0 0.38 �1.69 1.49 �0.12 �1.10

His 1.62 0.99 0 �2.06 1.11 �0.50 �1.47

Ser� �0.86 �1.48 �2.48 0 3.18 1.57 0.59

Arg 2.81 2.19 1.19 3.67 0 �1.61 �2.59

Lys 1.22 0.59 �0.40 2.08 �1.59 0 �0.98

Tyr� �0.58 �1.20 �2.19 0.28 �3.39 �1.79 0

B97-1

Asp� Cys� His Ser� Arg Lys Tyr�

B3P86 Asp� 0 0.50 1.99 �1.20 2.67 1.57 �0.50

Cys� 1.18 0 1.50 �1.69 2.17 1.08 �0.99

His 2.09 0.92 0 �3.19 0.68 �0.42 �2.49

Ser� �0.99 �2.16 �3.08 0 3.87 2.77 0.70

Arg 3.08 1.90 0.99 4.07 0 �1.10 �3.17

Lys 1.46 0.28 �0.64 2.44 �1.62 0 �2.07

Tyr� �0.35 �1.53 �2.44 0.64 �3.43 �1.81 0

B3LYP

Asp� Cys� His Ser� Arg Lys Tyr�

B98 Asp� 0 1.43 2.81 �1.17 3.38 1.82 �0.01

Cys� 0.35 0 1.39 �2.60 1.96 0.40 �1.44

His 2.03 1.68 0 �3.99 0.57 �0.99 �2.82

Ser� �1.01 �1.36 �3.04 0 4.56 3.00 1.17

Arg 2.73 2.38 0.70 3.74 0 �1.56 �3.39

Lys 1.51 1.16 �0.52 2.52 �1.22 0 �1.83

Tyr� �0.38 �0.73 �2.41 0.63 �3.11 �1.88 0

M06

Asp� Cys� His Ser� Arg Lys Tyr�

M06-L Asp� 0 1.36 0.33 �1.53 1.74 �0.84 �0.88

Cys� 1.81 0 �1.03 �2.89 0.38 �2.20 �2.24

His 0.13 �1.68 0 �1.86 1.41 �1.17 �1.21

Ser� �2.33 �4.13 �2.46 0 3.27 0.69 0.65

Arg 1.12 �0.69 0.99 3.45 0 �2.58 �2.62

Lys �0.58 �2.38 �0.71 1.75 �1.69 0 �0.04

Tyr� �1.44 �3.25 �1.57 0.89 �2.56 �0.86 0

MPW1B95-D3

Asp� Cys� His Ser� Arg Lys Tyr�

B1B95-D3 Asp� 0 0.75 1.29 �0.48 2.49 0.79 0.00

Cys� 0.80 0 0.55 �1.23 1.75 0.04 �0.74

His 1.79 0.98 0 �1.78 1.20 �0.50 �1.29

Ser� �0.60 �1.40 �2.38 0 2.98 1.27 0.49

Arg 2.42 1.62 0.64 3.02 0 �1.71 �2.49

Lys 0.79 �0.01 �1.00 1.38 �1.63 0 �0.79

Tyr� �0.12 �0.92 �1.91 0.47 �2.54 �0.91 0

BMK

Asp� Cys� His Ser� Arg Lys Tyr�

BMK-D3 Asp� 0 �0.94 1.78 0.82 2.55 0.97 �0.18

Cys� �1.11 0 2.71 1.76 3.49 1.90 0.76

His 1.70 2.81 0 �0.96 0.78 �0.81 �1.95

Ser� 0.91 2.01 �0.80 0 1.73 0.15 �1.00

Arg 2.50 3.61 0.80 1.60 0 �1.59 �2.73

Lys 0.90 2.01 �0.80 �0.01 �1.60 0 �1.14

Tyr� �0.19 0.92 �1.89 �1.09 �2.69 �1.09 0

CAM-B3LYP

Asp� Cys� His Ser� Arg Lys Tyr�

CAM-B3LYP-D3 Asp� 0 1.43 2.25 0.28 3.18 1.01 0.49

Cys� 1.35 0 0.83 �1.14 1.76 �0.42 �0.93

His 2.20 0.85 0 �1.97 0.93 �1.25 �1.76

Ser� 0.34 �1.00 �1.85 0 2.90 0.73 0.21

Arg 3.13 1.79 0.94 2.79 0 �2.18 �2.69

Lys 0.95 �0.39 �1.24 0.61 �2.18 0 �0.51

Tyr� 0.49 �0.86 �1.71 0.14 �2.65 �0.47 0

XYG3

Asp� Cys� His Ser� Arg Lys Tyr�

B3LYP-D Asp� 0 1.74 0.55 �0.24 1.19 1.33 �0.83

Cys� 1.37 0 �1.19 �1.98 �0.55 �0.41 �2.57

His 2.95 1.58 0 �0.79 0.64 0.79 �1.37

Ser� �1.05 �2.43 �4.01 0 1.43 1.57 �0.59

Arg 4.08 2.71 1.13 5.14 0 0.14 �2.02

Lys 2.12 0.75 �0.83 3.17 �1.96 0 �2.16

Tyr� 0.15 �1.22 �2.80 1.21 �3.93 �1.97 0

aAll possible proton transfers between the seven side chains were
included. All values in kcal/mol.

Table 6. Continued
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’CONCLUSIONS

The results presented in this work are important for a
conscientious characterization of the protonation states of amino
acids and of proton transfers between different amino acids and
will be helpful to further studies, e.g., on related acid/base
catalytic mechanisms. A new, important and consistent DFT
benchmarking database for PAel

0K and forΔPAel
0K is provided. The

PAel
0K reference values were determined at the very accurate

CCSD(T)/CBS level. These values were obtained by the sum of
the complete basis set limit of theMP2 energies with a CCSD(T)
correction term evaluated using the aug-cc-pVTZ basis set. The
MP2/CBS energies were determined using both the Truhlar
and Helgaker extrapolation schemes. The difference between
the PAel

0K values at the MP2/CBS level extrapolated with both
schemes is very small (absolute average of 0.35 kcal/mol only).
Analyzing the results of the DFT benchmarking, we conclude
that the M06-2X, XYG3, MPW1B95, and B1B95 functionals
are the more adequate to predict amino acid pKas’ and proton
transfers between them. M06-2X is particularly attractive in
this regard, as it has been shown to be accurate for intermo-
lecular interactions (which will affect the pKa in folded
proteins) and themochemistry and kinetics (properties that
are fundamental for most biological reactivity studies). It seems
clearly to be one of the most attractive choices for studies of
chemical reactivity in enzymes in which proton transfers play
an important role.
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ABSTRACT: Recently implemented hybrid density functional methods of calculating nuclear magnetic shielding using the two-
component zeroth-order regular approximation approach (J. Phys. Chem. A 2009, 113, 11495) have been employed for a series of
compounds containing heavy transition-metal atoms. These include Pt2+, Pd2+, and Au3+ organometallics andmetal complexes with
azines, some of which exhibit interesting biological and catalytic activities. In this study we investigate the effects of geometry,
exchange�correlation functional, solvent, and scalar relativistic and spin�orbit corrections on the nuclear magnetic shielding—
mainly for 13C and 15N atoms connected to a heavy-atom center. Our calculations demonstrate that the B3LYP method using
effective core potentials and a cc-pwCVTZ-PP/6-31G** basis set augmented with the polarizable continuum model of the
dimethylsulfoxide solvent provides geometries for the complexes in question which are compatible with the experimental NMR
results in terms of both the trends and the absolute values of the 13C shifts. The important role of the exact exchange admixture
parameter for hybrid functionals based on B3LYP and PBE0 is investigated systematically for selected Pt2+ and Au3+ complexes. The
13C and 15NNMR chemical shifts are found to be best reproduced by using a B3LYP or PBE0 approach with 30% and 40�50% exact
exchange admixtures for the Pt2+ and Au3+ complexes, respectively. The spin�orbit contributions to the 15N NMR chemical shifts
reflect metal�ligand bonding that is much more ionic for the Au3+ than for the Pt2+ complex. Finally, an optimized density
functional method is applied to a series of transition-metal complexes to estimate the scope and the limitations of the current
approach.

1. INTRODUCTION

Azine ligands are known to coordinate with transition-metal
ions, such as Pd2+, Pt2+, and Au3+. Many of these coordination
compounds exhibit noticeable biological activities or catalytic
properties.1�3 Cytotoxicity in particular has been reported for
neutral Pd2+ and Pt2+ chloride compounds (e.g., [Pt(2ppy*)-
(DMSO)Cl], 1; [Pd(2ppy*)NH3Cl]),

4�6 for their bromide and
iodide analogs, for cations of the general structure [Pt(2ppy*)-
(LL)]+,7 and for [Au(2ppy*)Cl2, 2]

8,9 and its analogs,10,11 wherein
2ppy* denotes 2-phenylpyridine (2ppy) that has been deprotonated
at C-20 and acts as a chelating ligand (see Chart 1). In addition,
[Au(2ppy*)Cl2]

12 and some other related compounds13�16 have
been used as catalysts in organic syntheses.

Many of these coordination compounds have been identified
as efficient intercalators of nucleic acids.1 In order to find the
structure�activity relationships of these compounds, it is neces-
sary to characterize their structures in detail.1 Various experi-
mental techniques, e.g., X-ray diffraction, IR and UV�vis spectro-
scopy, Raman spectroscopy, andmass spectrometry, are frequently
employed for structural studies.

Nuclear magnetic resonance (NMR) spectroscopy represents
one of the most powerful techniques for characterizingmolecular
and supramolecular structures both in solution and in the solid
state.17 TheNMRchemical shift is very sensitive and is probably the
most widely employed NMR probe. Its isotropic value, typically
measured in solution, as well as the principal components of the

chemical-shift tensor determined for solid samples is derived
from the distribution of the electron density surrounding the
investigated nucleus. In principle, several nuclei can be employed
in NMR studies of transition-metal complexes with heterocyclic
ligands.18 The relative importance of individual effects (e.g.,
substitution, environment) on a particular chemical shift can
be decoded by means of quantum chemical methods.19

Density functional theory (DFT) currently represents an
efficient compromise between accuracy and the requirements
of the computer for calculating NMR chemical shifts. It is
frequently used for calculations involving small to medium size
molecules or molecular assemblies. However, several physical
effects must be taken into account. First, compounds containing
transition metals must be treated using methods that cover
electron correlation. Second, if the aim is to reproduce or predict
the NMR data of condensed phases, solvent or crystal effects
must be included.20 Third, the choice of an appropriate reference
compound is crucially important. Typically, secondary reference
compounds are selected in order to eliminate the systematic
errors arising due to the limitations of the currently used density
functionals. Last, but not least, a theoretical description of the
structures and spectral properties of compounds containing

Received: May 31, 2011
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heavy elements requires the inclusion of relativistic effects;21 this
is particularly important for NMR parameters.22,23

The most exact approach to calculating the NMR parameters
of transition-metal complexes is a fully relativistic four-component
theory, as implemented, for example, in the ReSpect-MAG24 or
Dirac25 codes. Very recently, four-component codes have also been
employed for calculations involving transition-metal complexes.26

However, for validating various density functional approaches, the
selection of the functionals within the four-component codes is
rather limited. Other potentially applicable methods include the
effective core potential (ECP) treatment27 of scalar relativistic (SR)
effects as well as the one-component (SR) or two-component
inclusion of the SR and spin�orbit (SO) effects within the zeroth-
order regular approximation (ZORA).28�33 Both approaches are
employed in this study.

In the present paper, we perform a systematic validation study
of DFT approaches to the calculation of the NMR chemical shifts
for compounds 1 and 2 (Chart 1). Compound 1 is a well-known
platinum complex with square-planar coordination,34�36 which
has been characterized by using single-crystal X-ray diffraction.37

Compound 2 is a structurally related Au3+ complex. We began
our study with a series of geometry optimizations for molecule 1.
For the resulting structure, we tested several approaches to the
calculation of NMR chemical shifts and selected one on the basis
of its performance relative to experiment, comparing both the
trends and the absolute values of the NMR chemical shifts. The
selected NMR approach was then applied to the structures
resulting from the various geometry optimizations and the
X-ray diffraction results. The trends and the absolute values of
the chemical shifts were again checked against the experimental
data, and the suitability of the selected geometry was confirmed.
Our study was completed with the application of the method to a
set of four additional Pt2+ and Pd2+ square-planar complexes.

2. METHODOLOGICAL DETAILS

The quantum chemical calculations were carried out using the
Gaussian03 (G03)38 and Amsterdam Density Functional 2009
(ADF)39 codes. For the G03 calculations, the scf = tight keyword
was used (convergence to 10�8 in the energy and to 10�6 in the
density matrix). An ultrafine grid with 75 radial shells and 302
angular points was employed. The geometry was always opti-
mized without any symmetry restrictions, but all of the resultant
structures possessed a horizontal plane of symmetry (group Cs).
2.1. Experimental Molecular Geometry. The experimental

X-ray geometries for compound 1 (Cambridge Crystallographic
Data Center code JISPAD01),35,40 compound 2 (CCDC code
IJAQEP),9 compound 3 (CCDC code SOXZUA),41 and com-
pound 5 (CCDC code BPYCPT)42 were obtained from the
CCDC.43 The geometry for compound 1 was used to calibrate

the methods employed to optimize the molecular geometry
(Sections 2.2 and 3.1), where the comparisons are carried out
only for the positions of atoms other than hydrogen. The data
deposited at the CCDC include the positions of the hydrogens,
but the resolution is insufficient for our purposes. Hence, for the
purpose of computing chemical shifts, “X-ray geometry” denotes
the X-ray coordinates of the atoms other than hydrogen aug-
mented by the coordinates of the hydrogens as optimized by using
B3LYP/6-31G**.
2.2. CalculatedMolecular Geometry.The starting structures

for the optimization of the geometry were the X-ray geometries
for compounds 1�3 and 5. The geometries of compounds 4 and
6 were calculated de novo. The following theoretical methods
were used to optimize the molecular geometry: Hartree�Fock
(HF),44,45 Møller�Plesset perturbation theory to the second
order (MP2),46,47 and three different combinations of DFT ex-
change and correlationpotentials, abbreviated asBLYP, B3LYP, and
BHandHLYP. The functionals combine the LYP generalized
gradient approximation (GGA) for correlation48 with three differ-
ent approximations for exchange, namely the Becke’s GGA for
exchange (B),49 the Becke’s three-parameter hybrid functional
(B3, this includes 20% of exact exchange),50 and the “half-and-
half” hybrid incorporating as much as 50% of exact exchange.51

The aforementioned methods were chosen for the following
reasons: The B3LYP method has often been reported to perform
favorably in comparison with experimental and CCSD(T) struc-
tural data.52 The BLYP and BHandHLYP methods have been
used to see the impact of the inclusion of exact exchange on the
structural data. The HF method has been included as the most
extrememethod on the scale BLYPfB3LYPfBHandHLYPfHF.
TheMP2method was a natural choice because it usually agrees well
with the experimental data for the geometries of 4d and 5d species
provided that relativistic effects are taken into account.52

The relativistic effective core potentials (ECPs) and basis sets
employed for platinum were: ECP60MDF with a 7s,7p,6d,3f,2g
correlation consistent orbital basis,53 ECP60MWB with a
6s,5p,3d,2f,1g orbital basis,54�56 and Lanl2dz with a 3s,3p,2d
orbital basis.57�59 In the two abbreviations of the form ECPnXY,
n is the number of core electrons which are replaced by the
pseudopotential, X denotes the reference system used to gen-
erate the pseudopotential (X = M: neutral atom), and Y stands
for the theoretical level of the reference data (Y = Dirac�Fock
(DF): relativistic, Y = Wood�Boring (WB): quasirelativistic).
Lanl2dz is an acronym that stands for Los Alamos National
Laboratory 2 double-ζ (density functional theory). The motive
for selecting the ECPs was the generally recognized good perfor-
mance of the Stuttgart�Cologne MDF and MWB pseudopoten-
tials. The older Lanl2dz pseudopotential was tested because it is
very often used in calculations that augment experimental NMR
data. The orbital basis sets employed are those recommended for
use with the ECPs.
The relativistic ECP ECP60MDF was employed for gold as well,

while ECP28MDF (with a correlation consistent cc-pwCVTZ-PP
orbital basis) was used for palladium. For nonmetal atoms we
tested the Pople bases 6-31G*, 6-31G**, and 6-311G* (only the
6-31G** data are shown below).60�62 The nonmetal basis sets
were chosen based on our previous experience with the influence
of the size of the basis set on the geometrical parameters. The
resulting molecular structures were reoptimized using the polar-
izable continuum model (PCM) of the solvent. Dimethylsulf-
oxide (DMSO) was used as the solvent with the following
standard parameters: a dielectric constant ε of 46.7, a molecular

Chart 1. Structures and Atom Numbering for Compound 1,
trans(S,N)-[Pt(2-ppy*)(DMSO)Cl] and Compound 2,
[Au(2ppy*)Cl2]
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volume of 70.94 Å3, a numerical density of 0.00849 Å�3, and a
radius of the solvent molecule of 2.455 Å.63,64 Each stationary
point was characterized by calculating the harmonic vibration
frequencies.
To evaluate the effects of crystal packing on the molecular

geometry, we performed a B3LYP optimization (ECP60MDF/
6-31G**) of a single molecule of compound 1 surrounded by eight
neighboring molecules adopting a topological arrangement that
has been characterized by using X-ray diffraction (see Supporting
Information). In other words, only the central molecule of this
cluster of nine molecules was relaxed.
2.3. Experimental NMR Chemical Shifts. The 1H, 13C, and

15N NMR chemical shifts discussed in this contribution were
measured in dimethylsulfoxide (DMSO-d6) solution. The 1H
and 15N NMR chemical shifts had been reported previously (see
footnotes to the tables). The 13C NMR data were measured as
part of this work and were assigned by using the standard 2D
1H�13C NMR correlation techniques, gradient-selected hetero-
nuclear single-quantum correlation (gs-HSQC)65 and gradient-
selected heteronuclear multiple-bond correlation (gs-HMBC).66,67

The 1H and 13C NMR chemical shifts are reported relative to
tetramethylsilane and the 15NNMR chemical shifts relative to liquid
ammonia.68,69

2.4. Nuclear Magnetic Shielding—G03. The selected geo-
metry was used to calculate the nuclear magnetic shielding by
means of DFT and ab initio (HF and MP2) methods using the
gauge including atomic orbitals (GIAO) approach.70�72 We
tested the BLYP, B3LYP, and BHandHLYP functionals pre-
viously employed to optimize the geometry. We also tested three
further combinations of exchange and correlation potentials,
abbreviated as BP86, PW91, and PBE0. The first combines
Becke’s GGA for exchange49 with the P8673,74 GGA for correla-
tion. The second uses both the exchange and the correlation
parts of the PW91 functional.75�77 The third is the hybrid
functional of Perdew, Burke, and Ernzenhof.78,79 Two basis sets
were used for platinum: cc-pwCVTZ-PP (with relativistic ECP
ECP60MDF) and Fægri-III80,81 (FIII) based on the primitive
exponents of Fægri82 and contracted as well as polarized similarly
to the IGLO-III basis set.83 An optimized basis for light atoms
(IGLO-III-UT3, cf. below) was employed. The NMR calcula-
tions were performed in vacuo (on an in vacuo optimized
geometry) and also using the PCM solvent model (on a PCM
reoptimized geometry).
2.5. Nuclear Magnetic Shielding—ADF. All GIAO shielding

calculations in ADF were performed using the polarized valence
triple-ζ (TZP) basis set from the standard ADF library along
with, first, the local density approximation, employing the
exchange potential84 combined with the correlation potentials
due to Perdew and Wang (PW92)85 and to Vosko, Wilk, and
Nusair (VWN).86 Second, we employed theGGA functionals BP86,
PW91, andBLYPdescribed above andKeal�Tozer functionals KT1
and KT287 which had been optimized for the calculation of chemical
shifts. Finally, the hybrid functionals B3LYP, BHandHLYP, and
PBE0 were employed. For the functionals B3LYP and PBE0, we
systematically investigated the influence of the exact exchange
admixture (0�50%) on the nuclear shielding. The latter study was
done at the nonrelativistic level using the conductor-like screening
(COSMO)88,89 approach for the DMSO solvent as implemented in
ADF90 and at the ZORA-SO relativistic level using COSMO.
2.6. Calculated NMR Chemical Shifts. The choice of the

reference compound can help to reduce systematic errors in the
DFT calculation of chemical shifts. In this study, we selected

benzene as the secondary reference91 for 1H and 13C NMR
(residual benzene-d5 in benzene-d6 for

1H NMR: δ = 7.15 ppm,
benzene-d6 for 13C NMR: δ = 127.8 ppm), and pyridine in
DMSO-d6 as the secondary reference for

15N NMR (δ = 316.9
ppm relative to liquid ammonia).68,69,92 The chemical shifts δi
were obtained using the equation:

δi ¼ σref � σi þ σref ð1Þ
where σref is the calculated shielding constant of a given nucleus
in the reference compound, σi is the calculated shielding constant
of the investigated nucleus, and δref is the experimental chemical
shift of the secondary reference relative to the primary standard.
2.7. SR and SOContributions to theChemical Shift.The SR

contribution to the nuclear shielding was calculated as the
difference between the SR-ZORA calculation and the fully non-
relativistic calculation in the ADF program. The SR contribution
to the chemical shift (ΔSR) was then calculated as

ΔSR ¼ σSR, ref � σSR, i ð2Þ
where σSR,ref is the SR contribution to the nuclear shielding
constant in the reference compound and σSR,i is the SR contri-
bution to the nuclear shielding constant of the investigated
nucleus. Similarly, the SO contribution to the chemical shift was
calculated as

ΔSO ¼ σSO, ref � σSO, i ð3Þ
where σSO,ref is the SO contribution to the nuclear shielding
constant in the reference compound and σSO,i is the SO
contribution to the nuclear shielding constant of the investigated
nucleus.
2.8. Visualizations. The highest molecular orbitals (MOs)

relevant for theΔSO contribution are visualized in Figures 10 and
11 by using the Molekel program.93

3. RESULTS AND DISCUSSION

3.1. Geometries of Compounds 1 and 2. A series of ab initio
andDFT geometry optimizations were performed for compound
1 as characterized by two well-resolved X-ray structures in order
to find a suitable computational method for optimizing the
structures of complexes 2�5. In Figure 1, the resulting geome-
tries are compared to the JISPAD01 structure (low-temperature
structure, more symmetric crystal, lower value of Rint, and lower
residual electron density as compared to the JISPAD structure)
in terms of the metal�ligand bond lengths.

Figure 1. Interatomic distances from the platinum center for com-
pound 1, optimized using different functionals with ECP60MDF/cc-
pwCVTZ-PP for Pt and the 6-31G** basis set for light atoms.
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The comparison of gas-phase optimized structures and the
X-ray geometries obtained for a crystal may appear questionable
since crystal-packing effects can, in principle, influence bond
lengths substantially. In order to estimate the influence of the
crystal packing on the geometry of complex 1, we performed a
B3LYP optimization (with the same parameters as for the other
optimizations) of a single molecule of 1 surrounded by its eight
nearest neighbors (for atomic coordinates, see Supporting
Information). The starting structure was the X-ray geometry of
the nine molecules, and only the central molecule of the cluster
was relaxed. The resulting bond lengths are given in Table S1,
Supporting Information. Compared to the gas-phase optimized
counterpart, the bond lengths within the embedded molecule
varied by 0.03 Å for the Pt�Cl bond, and by only 0.01 Å or even
less for the Pt�S, Pt�N, and Pt�C bonds. Thus, for the Pt�S,
Pt�N, and Pt�Cbonds, the crystal packing effects turn out to be
negligible, and the corresponding bond lengths obtained from
the X-ray structures can serve as the standards for evaluating the
suitability of various methods of obtaining structures. A com-
parative calculation showed that the effect of using the structure
optimized in the crystal embedding instead of the gas-phase
structure results in changes in the chemical shift of 1.3 ppm for
N-1, 2.5 ppm for C-20, and 0.5 ppm or less for the remaining
atoms. These numbers represent the maximum order of accuracy
which can be expected for a comparison between the chemical
shielding computed based on X-ray geometry and the NMR
shifts obtained experimentally in solution, as presented later in
this work.
The metal�carbon, metal�nitrogen, and metal�sulfur bond

lengths for complex 1 are obviously best reproduced by the
hybrid density functional approaches B3LYP and BHandHLYP.
The distances shorten with increasing exact exchange admixture
in the density functional; this is most apparent for the Pt�Cl
and Pt�S bonds. In agreement with earlier findings,94 the HF
method itself, however, significantly overestimates the Pt�S
bond length, while MP2 underestimates all metal�ligand dis-
tances. Of the two suitable hybrid density functionals, we have
selected the well-established B3LYP approach to the geometry
for the following calculations of the NMR shielding constants.
For comparative purposes, we have also performed a series of

geometry optimizations employing the ZORA approach. The
results, cf. Table S1, Supporting Information, reveal that for
the Pt�Cl, Pt�N, and Pt�C bonds, the ZORA bond lengths are
0.01�0.02 Å longer than the ECP MDF bond lengths, while the
Pt�S bond length stays approximately constant. The ZORA-SO
bond lengths differ from the ZORA bond lengths by less than
0.01 ppm, i.e., the effect of the SO coupling on the geometry is
negligible.
In computational studies supplementing routine NMR inves-

tigations of transition-metal complexes,36,95,96 the B3LYP opti-
mization of the geometry is frequently performed with the large-
core Lanl2dz effective core potential available in Gaussian. It is
employed despite persuasive theoretical results that demonstrate
that large-core ECPs are insufficient for both the structures and
the NMR parameters and indicate that small-core and relativistic
ECPs must be used instead.97,98 To evaluate the effect of the
particular pseudopotential on the geometry, we performed a
simple comparative study using the B3LYP optimizations with
the small-core quasirelativistic MWB ECP and the large-core
Lanl2dz ECP, using the well-established small-core relativistic
MDF ECP as reference. The MWB and Lanl2dz ECPs produce
Pt�N and Pt�C bond distances that are quite close to those

given by the reference MDF (Table 1). However, this is not true
for the Pt�Cl and Pt�S bonds, where Lanl2dz produces
distances which are 0.04�0.05 Å greater than those given by
MDF. In addition, the differences between experiment and
theory for these two bonds are twice as large for the Lanl2dz
ECP (ca. 0.1 Å) as for the Stuttgart ECPs (ca 0.05 Å). Although
one might consider these differences for Pt�Cl and Pt�S bonds
to be relatively unimportant in a 13C and 15N NMR study,
the opposite is true due to the indirect trans-substituent effects
of the chlorine and sulfur atoms on the nuclear shieldings of
13C and 15N.
The structure of complex 2 was optimized using the BLYP,

B3LYP, BHandHLYP, HF, andMP2methods as described in the
Methodological Details Section. The resulting metal�ligand
bond lengths are compared to the available X-ray data in Figure
S1, Supporting Information. As for complex 1, the MP2 bond
lengths are the shortest, while, contrary to complex 1, the BLYP
bond lengths are in all cases the longest. A comparison with
experiment might indicate that the BHandHLYP bond lengths
are “best” for the Au�Cl bonds, while the MP2 bond lengths are
“best” for the Au�C20 and Au�N bonds. However, since the
resolution of the X-ray structure (CCDC code IJAQEP)35 is
relatively poor and a test NMR calculation on the X-ray structure
gave meaningless results (cf. below), we consider the X-ray
structure to be useless for comparing the bond lengths.
3.2. Nuclear Magnetic Shieldings for Compounds 1 and 2.

Below, we perform a systematic study for compound 1 in order to
identify the optimum method for calculating the NMR chemical
shifts. The method is characterized by the level of calculation of
the nonrelativistic nuclear magnetic shielding (we test various
basis sets and density functionals there), the inclusion of the
surroundings (gas-phase calculation, continuum model), and the
treatment of relativistic effects (nonrelativistic, SR, or includ-
ing both SR and SO effects). When comparing the computed
and experimental data, we try, where possible, to decouple these
individual effects by determining atoms for which some of the
influences could prove negligible. Furthermore, we use the addi-
tivity of the individual effects when this can be demonstrated.
Finally, we focus on trends in the nuclear magnetic shielding within
the whole molecule. This enables us to judge the quality of the
description globally, which is always more reliable than attempting
to “fit” the individual shifts to experiment as closely as possible.
3.2.1. Basis for Nonmetal Atoms: A Convergence Study for

Compound 1.The convergence of the standard IGLO-III83 basis
set (also known as Huzinaga�Kutzelnig HIII)99 for calculating
the chemical shifts of the light atoms C-20 and N-1 was carefully
tested at the SR level. The results are shown in Figure 2. The
procedure was done independently for each of the two atoms in
the following way: First, the standard IGLO-III was uncontracted

Table 1. Interatomic Distances (in Å) around the Platinum
Center in Compound 1 Calculated on an in Vacuo Optimized
Geometry Using Various Relativistic ECPs and Basis Sets

Pt�Cl Pt�S Pt�N Pt�C

MDFa 2.458 2.268 2.072 2.021

MWBb 2.469 2.277 2.074 2.020

LAc 2.508 2.322 2.071 2.020
aGeometry optimized using B3LYP/ECP60MDF/cc-pwCVTZ-PP+
6-31G**. bGeometry optimized using B3LYP/ECP60MWB/ECP60MWB
+6-31G**. cGeometry optimized using B3LYP/Lanl2dz/Lanl2dz+6-31G**.
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(IGLO-III-U). Second, one extra function was added to each
type of angular momentum (s, p, and d) with an exponent three
times as large as that already available. (The values of the high
exponents have been chosen according to the fact that in variation-
ally optimized bases, the ratio between two successive exponents
is approximately constant.100 Within the IGLO-III basis set, this
ratio is close to 3.) The addition of the extra functions was done
systematically in three steps (resulting in the bases IGLO-III-
UT1, IGLO-III-UT2, and IGLO-III-UT3). Third, three addi-
tional diffuse functions were continually added to each angular
momentum type with an exponent one-third as large as that
already available, resulting in the bases UT3_D1, UT3_D2, and
UT3_D3. Finally, one extra polarization function of f type was
added from the cc-pVQZ basis set.101 As demonstrated in

Figure 2, going from the IGLO-III to the IGLO-III-UT3 basis
decreases the nuclear shieldings of C-20 and N-1 by ca. 1.5 and 2
ppm, respectively. Augmenting the basis further with the diffuse
and polarization functions increases the nuclear shieldings by ca.
0.3 ppm. Thus, we consider the “middle-size” IGLO-III-UT3 as a
very good compromise between cost and accuracy and apply it in
all subsequent calculations.
For comparative purposes, we have also tested a few Jensen’s

pcS-n bases102 for the light atoms, namely pcS-2, pcS-3, and pcS-
4, of which the pcS-3 basis is closest in size to our IGLO-III-UT3
basis. The nuclear magnetic shieldings obtained with pcS-3 are ca.
0.5 ppm more negative than those calculated by using the IGLO-
III-UT3, whereas the pcS-2 and pcS-4 shielding constants of C-20
and N-1 lie within 1.2 ppm of those calculated by using pcS-3.
3.2.2. NR Terms and Solvent Corrections (SOLV): B3LYP

Results for 1.The relatively most important solvent effects on the
NMR chemical shift can be expected for the hydrogen atoms,
which are located in the outer sphere of themolecule and are thus
most susceptible to potential solute�solvent interactions. This is
indeed evident from Table 2, where the in vacuo results, the
PCM results (obtained with G03), and the COSMO results
(obtained with ADF) are summarized and compared. Δδsolv is
defined as Δδsolv = δsolv � δin vacuo, where δsolv and δin vacuo

denote the chemical shifts resulting from the geometry optimiza-
tion and the chemical shift calculation with and without the
implicit solvent model, respectively. The relative influence of the
implicit solvent is on average 8% for the hydrogens but as little as
2% for the carbons and the nitrogen. Since the root-mean-square
deviation (RMSD) values for the chemical shifts of the hydrogen
atoms after the inclusion of solvent effects are 3�4 times smaller
than those calculated in vacuo, the inclusion of the implicit solvent

Figure 2. Convergence of the IGLO-III basis set (B3LYP with
ECP60MDF/cc-pwCVTZ-PP for Pt and IGLO-III for light atoms) for
atoms N-1 and C-20 in compound 1. U, uncontracted; UT1, uncon-
tracted with one set of tight functions added, etc.; UT3_D1, uncon-
tracted with three sets of tight functions and one set of diffuse functions,
etc.; and UT3_D3_P, including one additional f polarization function.
The differences in the nuclear magnetic shielding relative to IGLO-III
are plotted on the y axis.

Table 2. Analysis of Implicit Solvent Effects (Δδsolv in ppm) for Compound 1a

atom δG03,NR (in vacuo)b δG03,NR (PCM)c Δδsolv δADF,NR (in vacuo)d δADF,NR (COSMO)e Δδsolv

H-3 7.26 7.87 +0.61 7.15 7.75 +0.60

H-4 7.26 7.92 +0.66 7.19 7.83 +0.64

H-5 6.57 7.19 +0.62 6.55 7.17 +0.62

H-6 9.94 9.52 �0.42 9.97 9.43 �0.54

H-30 8.65 8.52 �0.13 8.64 8.56 �0.08

H-40 6.95 7.28 +0.33 6.84 7.16 +0.32

H-50 6.76 7.21 +0.45 6.62 7.11 +0.49

H-60 7.26 7.82 +0.56 7.11 7.75 +0.64

RMSD 0.64 0.20 0.71 0.24

N-1 256.3 252.7 �3.6 287.2 282.1 �5.1

C-2 169.3 167.9 �1.4 169.0 166.6 �2.4

C-3 115.1 118.4 +3.3 115.5 119.3 +3.8

C-4 137.4 141.6 +4.2 137.1 141.8 +4.7

C-5 117.7 121.4 +3.7 118.6 123.1 +4.5

C-6 154.2 152.5 �1.7 152.9 151.6 �1.3

C-10 145.0 147.2 +2.2 145.8 147.7 +1.9

C-20 184.4 182.2 �2.2 184.1 180.4 �3.7

C-30 136.8 134.7 �2.1 136.4 134.5 �1.9

C-40 131.1 130.8 �0.3 130.6 130.8 +0.2

C-50 123.2 125.3 +2.1 122.9 125.7 +2.8

C-60 122.2 124.7 +2.5 121.5 124.8 +3.3

RMSD 13.8/3.6f 12.8/1.8f 13.6/3.3f 12.2/1.5f

aAll chemical shifts obtained with B3LYP. bG03/FIII/IGLO-III-UT3//G03/ECP60MDF/cc-pwCVTZ-PP/6-31G**. cG03/FIII/IGLO-III-UT3/
PCM//G03/ECP60MDF/cc-pwCVTZ-PP/6-31G**/PCM. dADF/TZP//G03/ECP60MDF/cc-pwCVTZ-PP/6-31G**. eADF/TZP/COSMO//G03/
ECP60MDF/cc-pwCVTZ-PP/6-31G**/PCM. fRMSD for all carbons/RMSD for all carbons excluding C-20.
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decidedly improves the model. Indeed, the implicit solvent can
be well decoupled from the other theoretical parameters since
the influences of the relativistic effects and the density functional
on the 1H NMR chemical shifts are much smaller in our systems
(cf. Table 3 and Table S2, Supporting Information). The values
calculated by using the PCM and COSMO models are very
similar (differences being smaller than 0.12 ppm). We employed
the COSMO model as implemented in ADF in the production
calculations.
3.2.3. SR and SO Contributions: Results for Compound 1. To

determine the importance of the SR effects, we calculated SR
chemical shifts in G03 using relativistic ECP (ECP60MDF with
the cc-pwCVTZ-PP basis set) along with several pure GGA (BP86,
PW91, BLYP) and hybrid GGA (B3LYP and BHandHLYP)
functionals. As an alternative, the SR chemical shifts were calculated
in the ADF program using the all-electron ZORA (scalar ZORA).
The SR correction to the chemical shift (ΔSR) was then calculated as
the difference between the SR chemical shift (δSR) and its non-
relativistic counterpart (δNR):

ΔSR ¼ δSR � δNR ð4Þ
whereδSR is the SR chemical shift (G03ECP orADFZORA) andδNR is
the nonrelativistic chemical shift calculated using G03 (FIII/IGLO-
III-UT3) or ADF (TZP).
The results for both of these approaches (δG03,SR and δADF,SR)

using the B3LYP functional as an example are summarized in
Table 3. Values for the other functionals tested in this study
are collected in Table S3, Supporting Information. The results

demonstrate excellent agreement between the SR effects covered
by relativistic ECP (ΔSR,ECP) and those calculated using the all-
electron treatment of the SR ZORA approach (ΔSR,ZORA).
The second significant relativistic contribution is the SO term,

which has long been recognized as important for the NMR
chemical shift in compounds containing heavy atoms.103�106

Although the SR and SO contributions are partly self-compen-
sating for some of the carbon and hydrogen atoms, they operate
in the same direction for C-20 and N-1 and also leave non-
negligible total relativistic corrections (ΔSR +ΔSO) for C-6, C-10,
and C-30. The influence of the density functional on all of theNR,
SR, and SO terms is investigated systematically in Section 3.2.4.
3.2.4. NR, SR, and SO Terms: Influence of the Density Func-

tional for Compounds 1 and 2.Various local density approxima-
tion andGGAmethods (PW92, VWN,BP86, PW91, BLYP, KT1,
KT2) give very similar NR chemical shift values (see Table S2 and
Figures S2 and S3, Supporting Information). The chemical shift
variation for individual functionals is within 1 ppm for all carbons
except C-20 (where it reaches 2.5 ppm) and within 0.05 ppm for

Figure 3. Experimental 13C NMR chemical shifts for compound 1 and
those calculated by using BLYP, B3LYP(25), and BHandHLYP func-
tionals (TZP/ZORA-SO/COSMO). A fixed B3LYP optimized struc-
ture (ECP60MDF/cc-pwCVTZ-PP for Pt and 6-31G** for light atoms,
PCM) was employed for all calculations. The atoms are placed on the x
axis according to decreasing experimental NMR chemical shift.

Figure 4. NMR chemical shift for C-20 in compounds 1 and 2 as a
function of the exact exchange admixture for the PBE0 and B3LYP
functionals calculated using the ADF/TZP/ZORA-SO/COSMO ap-
proach. Experimental values are shown as dashed lines.

Table 3. SR Contributions to the NMRChemical Shifts (δ in
ppm) for Complex 1a Calculated Using B3LYP

atom δG03,NR
b δG03,SR

c ΔSR,ECP δADF,NR
d δADF,SR

e ΔSR,ZORA

N-1 252.7 240.4 �12.3 255.2 244.4 �10.8

C-2 167.9 164.0 �3.9 166.6 162.6 �4.0

C-3 118.4 118.1 �0.3 119.3 119.2 �0.1

C-4 141.6 141.9 +0.3 141.8 142.2 +0.4

C-5 121.4 121.6 +0.2 123.1 123.3 +0.2

C-6 152.5 151.2 �1.3 151.6 150.5 �1.1

C-10 147.2 143.7 �3.5 147.7 144.4 �3.3

C-20 182.2 173.2 �9.0 180.4 171.8 �8.6

C-30 134.7 135.4 +0.7 134.5 135.6 +1.1

C-40 130.8 131.3 +0.5 130.8 131.4 +0.6

C-50 125.3 124.2 �1.1 125.7 124.7 �1.0

C-60 124.7 124.3 �0.4 124.8 124.6 �0.2

H-3 7.87 7.83 �0.04 7.75 7.80 +0.05

H-4 7.92 7.87 �0.05 7.83 7.84 +0.01

H-5 7.19 7.20 +0.01 7.17 7.21 +0.04

H-6 9.52 9.36 �0.16 9.43 9.35 �0.08

H-30 8.52 8.43 �0.09 8.56 8.54 �0.02

H-40 7.28 7.24 �0.04 7.16 7.17 +0.01

H-50 7.21 7.11 �0.10 7.11 7.05 �0.06

H-60 7.82 7.74 �0.08 7.75 7.73 �0.02
aCalculations on a structure optimized in PCM, employing DMSO, and
using B3LYP/ECP60MDF/cc-pwCVTZ-PP for Pt and 6-31G** for
light atoms in the G03 program. bNMR chemical shifts calculated using
G03/B3LYP/Fægri-III for Pt and IGLO-III-UT3 for light atoms, PCM.
cG03/B3LYP/ECP60MDF/cc-pwCVTZ-PP for Pt and IGLO-III-UT3
for light atoms, PCM. dNMR chemical shifts calculated using ADF/
B3LYP/TZP/COSMO. eADF/B3LYP/SR-ZORA/TZP/COSMO.
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all hydrogens. The effect of the exact exchange admixture is much
more significant: Variations for BLYP, B3LYP, and BHandHLYP
are within 7 ppm for C-20, 5 ppm for the remaining carbons, and
0.3 ppm for the hydrogens.
The inclusion of SR and SO contributions (Tables S3 and S4,

Supporting Information) makes the dependence of the NMR
chemical shift on the density functional much more pronounced,
especially for the N and C atoms bonded directly to the transition-
metal center. TheNMR chemical shifts for all of the carbon atoms of
compound 1 obtained by the BLYP, B3LYP (with 25% of exact
exchange) and BHandHLYP functionals are compared in Figure 3.

The influence of 50% of exact exchange amounts to only up to
0.3 ppm for the hydrogens (i.e., less than the effect of solvation),
cf. Table S5, Supporting Information, but it reaches up to 4 ppm
for the carbon atoms. However, for the carbon atom C-20, which
is bonded directly to the metal center, the effect is as great as
30 ppm! We note that similar dramatic effects of HF exchange
have previously been reported for transition-metal NMR shifts.107

The amount of the exact exchange admixture is quantitatively
more important than a particular DFT exchange or correlation
functional within our testing set. Indeed, the effect of the 0 to
50% exact exchange admixture on N-1 in compound 1 is as large
as 32 ppm, while our ZORA-SO results for the PW92, VWN,
BP86, PW91, and BLYP functionals (Table S4, Supporting
Information) are within 3 ppm for all carbons including C-20
and within 5 ppm for N-1. However, it should be noted that a
small dependence on a particular functional can arise due in part
to the adiabatic local density approximation employed for the
exchange�correlation kernel within the ADF.
Two classes of hybrid functionals have been popular in recent

NMR studies: those based on the BLYP and those based on the
PBE exchange�correlation functional. In order to validate their
performance for our systems in detail, we studied the effect of the
exact exchange admixture from 0 to 50% on a 10% grid for both
classes (B3LYP and PBE0). At this point, we also introduced
compound 2 in the NMR study, in order to compare the two
structurally related isoelectronic species. The computed chemi-
cal shifts are plotted in Figures 4 and 5 as functions of increasing
exact exchange admixture. Obviously, both the C-20 and the
N-1 chemical shifts decrease as the exact exchange admixture

Figure 5. NMR chemical shift for N-1 in compounds 1 and 2 as a
function of the exact exchange admixture for the PBE0 and B3LYP
functionals calculated using the ADF/TZP/ZORA-SO/COSMO ap-
proach. Experimental values are shown as dashed lines.

Table 4. NMR Chemical Shifts for Compound 1 Calculated by ADF using PBE0(30)/TZP/ZORA-SO/COSMO with Solvent
Effects (Δδsolv) and SR (ΔSR) and SO (ΔSO) Contributions Shown Separately

atom δNR (in vacuo)a Δδsolv δNR,solv (COSMO)b ΔSR δNR,solv + ΔSR
c ΔSO δNR,solv + ΔSR + ΔSO

c expte

N-1 258.5 �5.6 252.9 �12.4 240.5 �18.1 222.4 220.6

C-2 169.3 �2.6 165.1 �4.2 160.9 +3.8 164.7 165.0

C-3 116.4 +3.8 118.7 �0.5 118.2 +0.1 118.3 119.5

C-4 138.7 +4.8 142.0 +0.2 142.2 +0.5 142.7 141.6

C-5 119.6 +4.6 122.6 0.0 122.6 �0.6 122.0 122.8

C-6 154.3 �1.2 151.6 �2.1 149.5 +0.7 150.2 149.2

C-10 145.6 +1.7 145.8 �3.6 142.2 +1.8 144.0 144.5

C-20 181.5 �4.2 175.8 �9.0 166.8 �27.7 139.1 140.2

C-30 137.4 �1.8 134.1 +0.7 134.8 �3.1 131.7 133.5

C-40 131.6 +0.5 130.6 +0.3 130.9 �1.2 129.7 130.0

C-50 124.0 +3.0 125.4 �1.3 124.1 +0.4 124.5 124.9

C-60 122.8 +3.4 124.7 �0.6 124.1 �0.3 123.8 124.3

RMSD 12.8/3.1d 10.8/1.0d 8.2/1.7d 0.9/0.9d

H-3 7.15 +0.63 7.78 +0.08 7.86 �0.09 7.77 8.14

H-4 7.22 +0.68 7.90 +0.04 7.94 +0.01 7.95 8.12

H-5 6.55 +0.66 7.21 +0.07 7.28 �0.07 7.21 7.50

H-6 9.79 �0.41 9.38 �0.07 9.31 +0.08 9.39 9.48

H-30 8.59 �0.07 8.52 0.00 8.52 �0.02 8.50 8.21

H-40 6.83 +0.36 7.19 +0.03 7.22 �0.13 7.09 7.13

H-50 6.62 +0.53 7.15 �0.03 7.12 0.00 7.12 7.17

H-60 7.13 +0.67 7.80 0.00 7.80 �0.15 7.65 7.77

RMSD 0.68 0.22 0.19 0.21
aADF/PBE0(30)/TZP//G03/B3LYP/ECP60MDF/cc-pwCVTZ-PP+6-31G**. bADF/PBE0(30)/TZP/COSMO//G03/B3LYP/ECP60MDF/cc-
pwCVTZ-PP+6-31G**/PCM. cADF/PBE0(30)/TZP/ZORA-SO/COSMO//G03/B3LYP/ECP60MDF/cc-pwCVTZ-PP+6-31G**/PCM. dRMSD
for all carbons/RMSD for all carbons excluding C-20. eData from reference Pazderski, L.; Pawlak, T.; Sitkowski, J.; Kozerski, L.; Szlyk, E.Magn. Reson.
Chem. 2009, 47, 932.
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increases. Results closest to the experimental data were obtained
by the PBE0 functional with 30% of exact exchange, denoted
later as PBE0(30) for complex 1 and with the PBE0 functional
with 40�50% of exact exchange, denoted later as PBE0(40) and
PBE0(50), for complex 2. The optimum amount of the exact
exchange in the density functional thus turns out to be different
for the complexes of Pt and Au. This is by no means a unique
example of such an observation.108

Considering theNMR chemical shifts of all of the atoms, results
slightly closer to the experimental values were obtained by using
PBE0(30) for 1 (Table 4) and PBE0(40) for 2 (Table 5) as
compared to the B3LYP(30) results for 1 (Table S5, Supporting
Information) and the B3LYP(40) results for 2 (Table S6, Sup-
porting Information). Here, the number in parentheses stands for
the percentage of exact exchange substituted for the DFT
exchange. Consequently, the PBE0 functional with 30 or 40%
of exact exchange admixture has been employed for comparative
purposes on a larger set of compounds, including the Pd2+ species.
Analysis of the individual NR, SR, and SO contributions to the

NMR chemical shift of carbon C-20 in compound 1 reveals that
the SR contribution remains practically constant for the various
density functionals (see Figure 6). The NR part varies slightly,
and the SO part is mainly responsible for any changes in the total
chemical shift. The dependence observed for N-1 is similar to
that for C-20, with the SR variability slightly increased (Figure 7).
These results are fully compatible with those obtained from a SR
study and a fully NR study of the influence of the density
functional (Tables S2�S4, Supporting Information).

Interestingly, for compound 2, the individual contribu-
tions to the NMR chemical shift depend differently on the
density functional than those calculated for compound 1. For
C-20, the NR part remains constant, the SR contribution
varies slightly, and that of SO varies strongly (Figure 8). For
N-1, the most constant contribution is surprisingly that
of SO, while the NR and SR contributions vary comparably
(Figure 9).

Table 5. NMR Chemical Shifts for Compound 2 Calculated by ADF using PBE0(40)/TZP/ZORA-SO/COSMO with Solvent
Effects (Δδsolv) and SR (ΔSR) and SO (ΔSO) Contributions Shown Separately

atom δNR (in vacuo)a Δδsolv δNR,solv (COSMO)b ΔSR δNR solv + ΔSR
c ΔSO δNR solv + ΔSR + ΔSO

c expte

N-1 258.7 �0.6 258.1 �21.1 237.0 �0.2 236.8 231.1

C-2 168.9 �1.9 167.0 �4.8 162.2 +2.9 165.1 163.9

C-3 116.0 +5.1 121.1 �0.9 120.2 0.0 120.2 122.2

C-4 140.3 +5.2 145.5 +0.4 145.9 +0.3 146.2 143.9

C-5 119.8 +4.3 124.1 +0.1 124.2 �0.6 123.6 125.3

C-6 153.6 �1.7 151.9 �1.6 150.3 �0.4 149.9 148.0

C-10 143.6 +2.2 145.8 �4.1 141.7 �0.1 141.6 142.9

C-20 188.4 +9.2 197.6 �27.9 169.7 �15.6 154.1 152.2

C-30 137.4 �2.8 134.6 �1.3 133.3 �3.1 130.2 130.0

C-40 132.1 +1.1 133.2 +0.5 133.7 �1.8 131.9 131.6

C-50 127.7 +2.2 129.9 �1.9 128.0 +0.7 128.7 129.3

C-60 122.6 +5.4 128.0 �1.1 126.9 �0.7 126.2 126.7

RMSD 11.8/4.6d 13.9/2.5d 5.6/1.9d 1.5/1.4d

H-3 7.24 +0.61 7.85 +0.10 7.95 �0.08 7.87 8.41

H-4 7.42 +0.67 8.09 +0.03 8.12 +0.01 8.13 8.38

H-5 6.81 +0.57 7.38 +0.08 7.46 �0.12 7.34 7.76

H-6 10.21 �0.85 9.36 �0.15 9.21 +0.12 9.33 9.52

H-30 8.50 �0.33 8.17 �0.10 8.07 �0.34 7.73 7.81

H-40 6.90 +0.35 7.25 +0.09 7.34 �0.20 7.14 7.36

H-50 6.83 +0.55 7.38 �0.02 7.36 �0.02 7.34 7.47

H-60 7.25 +0.66 7.91 0.00 7.91 �0.26 7.65 7.97

RMSD 0.81 0.30 0.26 0.30
aADF/PBE0(40)/TZP//G03/B3LYP/ECP60MDF/cc-pwCVTZ-PP+6-31G**. bADF/PBE0(40)/TZP/COSMO//G03/B3LYP/ECP60MDF/cc-
pwCVTZ-PP+6-31G**/PCM. cADF/PBE0(40)/TZP/ZORA-SO/COSMO//G03/B3LYP/ECP60MDF/cc-pwCVTZ-PP+6-31G**/PCM. dRMSD
for all carbons/RMSD for all carbons excluding C-20. eData from reference Pazderski, L.; Pawlak, T.; Sitkowski, J.; Kozerski, L.; Szlyk, E.Magn. Reson.
Chem. 2009, 47, 932.

Figure 6. NR, SR, and SO contributions to the NMR chemical shift for
C-20 in compound 1 calculated by using a PBE0 functional with various
amounts of exact exchange.
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3.2.5. Interpretation of the SO Contribution in 1 vs 2. In
compound 1, the SO contribution exceeds the SR contribution
by a factor of 3 for C-20 and by 1.5 for N-1 (Table 4). In
compound 2, on the contrary, the SR contribution exceeds the
SO contribution by a factor of 2 for C-20 and by 2 orders of
magnitude for N-1 (�21.1 vs�0.2 ppm, cf. Table 5)! Especially
striking is the vanishingly small ΔSO for the Au3+ complex. The
natural localizedMO analysis of the Pt/Au�Nbond (14% on the
metal, 79% on the nitrogen and equivalent s�p hybridization for
the nitrogen for both complexes) does not provide any basis for
understanding this phenomenon. However, a significant differ-
ence in bonding is reflected in the canonical Kohn�Sham MOs.
Already based on qualitative MO considerations, the bonding

in complex 1 should be different from that in complex 2. The d
orbitals should be pushed down for Au3+ as compared to Pt2+ for
two reasons: the higher nuclear charge sensed by the electrons
and the presence of the second electronegative chlorine atom.109

Consequently, the metal d orbitals should become closer in
energy to the ligand orbitals, whose weights in the resulting
frontier MOs should increase. Indeed, the metal�chlorine π-
antibonding highest occupied MO (HOMO) is centered on the
metal much more in the case of 1 than in the case of complex 2.

The contribution of the HOMO to the net Mulliken population
of metal d orbitals is as much as 0.39 for Pt and only 0.12 for Au.
For an orbital to be relevant to the ΔSO contribution, it must

contain at least some s character from the light atom in question
as well as a contribution from the heavy atom. For reasons of
symmetry, the highest MO relevant here is the HOMO-3 (MO
lying three levels below the HOMO) of complex 1 (Figure 10).
Its counterpart in complex 2 is HOMO-2 (Figure 11). The
pattern observed here is the same as for the HOMOs: much more
metal character in the Pt2+ than in the Au3+ complex. In particular,
the HOMO-3 of complex 1 contains 28% of the net Pt d and p
orbitals and 3% of the net N-1 sp hybrid orbital, whereas the
HOMO-2 of complex 2 contains only 12% of the net Au d and p
orbitals and 5% of the net N-1 sp hybrid orbital (compare
Figures 10 and 11). In both cases, the remainder of the electron
density is foundmainly in the lone pairs of the one (two) chlorine
atom(s). We conclude by stating that the ΔSO for N-1 is much
smaller in the Au3+ complex due to the higher ionicity of the
bonding, since the much smaller metal d-orbital character of
the relevant MO induces a smaller “spin polarization” within
the nitrogen s orbitals. In contrast to theΔSO for N-1, theΔSO

for C-20 is not quenched in the case of Au3+, presumably
because the relevant MO describing the Au 3 3 3C-2

0 bonding

Figure 7. NR, SR, and SO contributions to the NMR chemical shift for
N-1 in compound 1 calculated by using a PBE0 functional with various
amounts of exact exchange.

Figure 8. NR, SR, and SO contributions to the NMR chemical shift for
C-20 in compound 2 calculated by using a PBE0 functional with various
amounts of exact exchange.

Figure 9. NR, SR, and SO contributions to the NMR chemical shift for
N-1 in compound 2 calculated by using a PBE0 functional with various
amounts of exact exchange.

Figure 10. The highest MO relevant for the ΔSO contribution to atom
N-1 (HOMO-3) in complex 1.
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(HOMO-19, 25% of the net Au s and d population, 3% of the net
C-20 sp hybrid orbital) lies much lower in energy than HOMO-2.
The different behavior of the SO and SR corrections to the N-1
and C-20 shifts in 1 as compared with 2 might also be related to
the fact that the corrections for C-20 originate mainly in the in-
plane components of the chemical-shift tensor, but the correc-
tions for N-1 are significantly influenced by the out-of-plane δ33
component (Table S9, Supporting Information).
The SO contributions to theNMR chemical shifts (Table 4) of

the remaining atoms of the aromatic system (Figure 12) are much
smaller and, at a first approximation, resemble a “mesomeric effect”
spreading from the metal center. The observed trends originate in
the propagation of the SO effect via the aromatic system through
Fermi-contact (FC) interaction. This propagation resembles
the pattern of indirect nuclear spin�spin coupling as has been
elegantly demonstrated by Kaupp and co-workers.110

3.2.6. Effects of Geometry. After finding the optimal method
for reproducing the experimental 13C NMR chemical shifts using
the B3LYP geometry, we then adopted an inverse approach: The
optimal PBE0(30)/TZP/ZORA-SO/COSMOmethod for com-
pound 1 was applied to various optimized geometries (BLYP,
B3LYP, BHandHLYP, MP2) and to the X-ray geometry with
B3LYP optimized hydrogens. The 13C NMR chemical shifts for
the MP2 and X-ray geometries of compound 1 are plotted and
compared to experimental NMR data in Figure 13; an analogous
comparison is presented for the DFT geometries in Figure S4,
Supporting Information.
As our main reference, we again consider the trend in the

experimental chemical shifts qualitatively (with the same order-
ing of carbons according to decreasing chemical shift from theory
and experiment) as well as quantitatively (close slopes of the
corresponding lines). The PBE0(30)/TZP/ZORA-SO/COSMO
approach provides quantitatively correct trends for all carbon

shifts with any of the BLYP, B3LYP, and BHandHLYP structures.
The best absolute shifts were found for the B3LYP structure
(cf. Figure S4, Supporting Information).
The X-ray structure of 1 provides relatively good agreement

with experiment, consistently with a relatively good structural
factor. Nevertheless it is less suitable than any of the optimized
structures. It overestimates the absolute shieldings for C-30
through C-3, presumably because shorter bond lengths are found
within the aromatic rings for the crystal structure than for the
optimized geometries. More importantly, the X-ray structure, as
well as the MP2 structure, incorrectly describes the qualitative
trend between the C-4 and C-20 shifts. Apparently, there is a
structural difference between the DFT-optimized structures on
the one side and the X-ray and MP2 structures on the other.
Indeed, the C-20-Pt distance is 0.02 Å shorter for the X-ray
structure and as much as 0.04 Å shorter for the MP2 structure
than what is found by the B3LYP method.
The best absolute shifts were found for the B3LYP structure

and, disregarding C-20, also for the MP2 structure. Good quanti-
tative trends were also obtained for the BLYP and BH and HLYP

Figure 11. The highest MO relevant for the ΔSO contribution to atom
N-1 (HOMO-2) in complex 2.

Figure 12. SO contributions to the 13C and 15N NMR chemical shifts
for compound 1.

Figure 13. Experimental 13CNMR chemical shifts for compound 1 and
those calculated using PBE0(30) for X-ray (with B3LYP optimized
protons) and MP2 geometries.

Figure 14. Experimental 13CNMR chemical shifts for compound 2 and
those calculated using PBE0(40) for X-ray (with B3LYP optimized
hydrogens) and MP2 geometries.
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structures. Since the best agreement with NMR experiment was
obtained for the B3LYP geometry, the use of this structure for
optimizing the method to calculate NMR chemical shifts proved
reasonable, and our approach can be considered to be “self-
consistent”. A summary of all of the effects gradually included in
the calculations is shown schematically for the B3LYP geometry
in Figure S5, Supporting Information.
An analogous study of the influence of the geometry (for the

DFT employing only the two hybrid functionals) was performed
for compound2. ThePBE0(40)/TZP/ZORA-SO/COSMOresults
are shown in Figure 14 and Figure S6, Supporting Information.
Obviously, the X-ray structure with B3LYP optimized hydrogens
(see Section 2.1) shows a dramatic discrepancy with the experi-
mental results for carbons C-10 and C-40. The NMR chemical
shift of C-10 is too large, whereas that of C-40 is too small. The
absolute nuclear shielding is thus underestimated for C-10 and
overestimated for C-40. This is consistent with the type of distortion
of the benzene ring present in the X-ray structure as compared to
the optimized geometry. The bonds from C-10 are elongated,

while those from C-40 are shortened. This could also possibly be
due to the presence of two slightly shifted positions of the ligand in
the crystal, which are, however, averaged to a single set of atomic
positions. Since the R-factor for this X-ray structure is relatively
large and since all optimized structures provide qualitatively
correct trends, we conclude that the X-ray structure of 2 is useless
for the calculation of the nuclear magnetic shielding in solution.
The best absolute agreement with experiment was obtained

for the less shielded atoms C-2 through C-4 with the BHandH-
LYP structure (Figure S6, Supporting Information) and for the
more shielded atoms C-10 through C-3 with the B3LYP andMP2
geometries. This dependence of the best method for the opti-
mization of structure on the region of shifts in question may be
connected to the influence of the solvent: For the most shielded
atoms C-50 through C-3, the influence of the COSMO is
relatively large. Therefore, an explicit treatment of the solvent,
such as a combined molecular dynamics�DFT approach111�115

(which is beyond the scope of the current contribution) might
unify the best structural method for both regions of the shift.
3.3. Applications to Compounds 3-6. In addition to 1 and 2,

we tested the “optimized” computational approach on some
other compounds shown in Chart 2: 3, [Pd(bpy)Cl2];

116�118 4,
[Pd(phen)Cl2];

116 5, [Pt(bpy)Cl2];
116,118 and 6, [Pt(phen)Cl2].

116

In the case of Pt and Pd (having the same +2 oxidation state), 30% of
the exact exchange admixture for PBE0 functional was applied,
whereas for the Au species (+3 oxidation state) we used 40% of the
exact exchange admixture. The resulting chemical shifts calculated for
compounds 3�6 are summarized in Tables 6 and 7.
It should be noted that while the data for nitrogen and carbon

atoms bonded directly to themetal center converge closely to the
experimental values when relativistic corrections are applied, the
data for carbon atoms more distant from the metal center improve
only slightly. In contrast, the NR COSMO data for hydrogen atoms
actually deteriorate slightly as compared to the experimental values
when relativistic corrections are applied. This deterioration origi-
nates, in our opinion, in the insufficient description of the solva-
tion by the implicit solvent model applied here.119 Applica-
tions of the explicit solvent model combining classical molecular

Chart 2. Structures andAtomNumbering forCompounds 3�6a

a[Pd(bpy)Cl2],3; [Pd(phen)Cl2],4; [Pt(bpy)Cl2],5; and [Pt(phen)Cl2],6.

Table 6. NMR Chemical Shifts for Compounds 3 and 5 Calculated by ADF using PBE0(30)/TZP/ZORA-SO/COSMO with SR
(ΔSR) and SO (ΔSO) Contributions Shown Separately

[Pd(bpy)Cl2], 3 [Pt(bpy)Cl2], 5

atom δNR
a ΔSR δNR

b + σSR ΔSO δNR
b + ΔSR + ΔSO expte δNR

c ΔSR δNR
d + ΔSR ΔSO δNR

d + ΔSR + ΔSO expte

N-1 244.8 �5.0 239.8 �20.5 219.3 217.2 243.5 �7.1 236.4 �31.9 204.5 202.1

C-2 156.1 �1.1 155.0 +1.2 156.2 156.8 156.2 �3.7 152.5 +4.7 157.2 157.3

C-3 123.3 �0.3 123.0 �0.1 122.9 124.3 122.9 �1.3 121.6 +1.0 122.6 124.7

C-4 142.0 �0.1 141.9 +0.1 142.0 141.6 141.9 �1.2 140.7 +1.4 142.1 141.0

C-5 127.4 �0.2 127.2 �0.5 126.7 127.7 127.2 �0.6 126.6 +0.1 126.7 128.2

C-6 151.2 �0.5 150.7 �0.6 150.1 150.1 151.2 �2.3 148.9 +0.5 149.4 148.9

RMSD 0.8 1.1 0.8 1.5 2.6 1.3

H-3 8.14 �0.08 8.06 0.00 8.06 8.58 8.10 +0.08 8.18 �0.20 7.98 8.58

H-4 8.06 +0.07 8.13 �0.14 7.99 8.35 8.08 �0.03 8.05 +0.03 8.08 8.41

H-5 7.47 0.00 7.47 �0.09 7.38 7.80 7.58 +0.02 7.60 �0.09 7.51 7.84

H-6 8.90 �0.04 8.86 �0.06 8.78 9.12 9.15 �0.06 9.09 +0.16 9.25 9.50

RMSD 0.33 0.35 0.42 0.36 0.36 0.40
aADF/PBE0(30)/TZP/COSMO//G03/B3LYP/ECP28MDF/cc-pwCVTZ-PP+6-31G**/PCM. bADF/PBE0(30)/TZP/ZORA-SO/COSMO//G03/
B3LYP/ECP28MDF/cc-pwCVTZ-PP+6-31G**/PCM. cADF/PBE0(30)/TZP/COSMO//G03/B3LYP/ECP60MDF/cc-pwCVTZ-PP+6-31G**/PCM.
dADF/PBE0(30)/TZP/ZORA-SO/COSMO//G03/B3LYP/ECP60MDF/cc-pwCVTZ-PP+6-31G**+ /PCM. e 1H and 15N NMR data: Pazderski, L.; Szlyk,
E.; Sitkowski, J.; Kamienski, B.; Kozerski, L.; Tousek, J.; Marek, R.Magn. Reson. Chem. 2006, 44, 163. 13C NMR data: this work.
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dynamics and relativistic quantum chemical calculations of NMR
chemical shifts120,121 will be a topic of our future studies.Neglected
rovibrational corrections, another possible source of the deviations
in the dominantNR part, are expected to play a less significant role
because theywill, to a large extent, cancel out in theNMRchemical
shift calculations.122

4. CONCLUSIONS

There are always two sources of uncertainty in any quantum
chemical study that aims to reproduce and predict spectroscopic
parameters: a sufficiently precise structure and a sufficiently
precise computational method for the spectroscopy. Our study
suggests that in cases where the experimental data map the
compound globally and thus provide topological trends for the
observed property the comparison of theory and experiment can
help to identify the proper structure.

More general conclusions can be drawn for the hierarchy of
physical effects that influence the value of the NMR chemical shift.
First, the quantitativelymost important (tenths of ppm) effect comes
from inclusion of the relativistic corrections with their magnitudes,
however, strongly dependent on the amount of the exact exchange in
the density functional. Second is the proper choice of geometry:
using a poorly resolved X-ray structure (as in the case of compound
2) can result in errors of asmuch as 15ppm.The choiceof the various
theoretical optimizations (BLYP, B3LYP, BHandHLYP, MP2) re-
sults in a variation of about 5 ppm, which for the three DFT
approaches represents only an incremental shift with all of the nuclear
shielding trends preserved. Third in importance is the effect of the
continuum solventmodel (up to 4ppm), and last is the decontraction
and augmentation of the IGLO-III basis set (up to 2.5 ppm).

Another point of general interest which should be highlighted
here arises from the interpretation part. The SO contribution to
the nuclear magnetic shielding can be rationalized in terms of the
composition of those frontier canonical Kohn�Sham orbitals
that have a substantial contribution of s character from the light
atom in question as well as a contribution from the heavy atom.

Coming to system-specific conclusions, two X-ray geometries
and a series of ab initio structures of six Pd2+, Pt2+, or Au3+

complexes were tested on the basis of theoretical vs experimental
13C NMR chemical shifts, starting with the evaluation of the
NMR approach for a certain geometry and then checking the
optimal NMR approach back against various structures. Our
calculations demonstrate that the B3LYP method with small-
core ECPs and the cc-pwCVTZ-PP/6-31G** basis set augmen-
ted with PCM embedding provides geometries for complexes
1�6 which are suitable for calculating 13C chemical shifts very
close to the experimental values in terms of both the trends and
the absolute values. The same is true for the MP2 method tested
on complexes 1 and 2, with the exception of the chemical shift
of C-20 in 1. Good quantitative trends with offsets of the 13C
chemical shifts ranging from about +3 ppm to about �3 ppm
were also obtained for the BLYP structures (the shifts were
overestimated in complex 1) and BHandHLYP structures (the
shifts were underestimated in complexes 1 and 2). The relatively
well-resolved X-ray structure of 1 provides correct qualitative
trends, except for the chemical shift of C-20, with individual
offsets between 0 and �5 ppm; it can therefore be used for
qualitative NMR predictions. In contrast, the insufficiently
resolved or conformation-averaged X-ray structure of 2 predicts
qualitatively incorrect shifts for C-10 and C-40, related to the
distortion of the C-10 - C60 aromatic ring. Thus it cannot be used
to calculate quantitative NMR data in solution.

Evaluating the approaches for calculating the chemical shift,
the most strongly method-dependent term is the largely negative
SO contribution to the chemical shifts of C-20 and N-1. Increas-
ing the amount of the exact exchange from 0 to 50% makes the
SO contribution more than 10 ppm more negative for C-20 of
2 andN-1 of 1 and bymore than 20 ppm for C-20 of 1. The total SO
contributions for these atoms vary from about�5 ppm to�40 ppm.
The situation is completely different for N-1 of 2, where the SO
contribution amounts to 0 ( 3 ppm for any of the exact exchange
admixtures. We interpret this finding on the basis of the much more

Table 7. NMR Chemical Shifts for Compounds 4 and 6 Calculated by ADF using PBE(30)/TZP/ZORA-SO/COSMO with SR
(ΔSR) and SO (ΔSO) Contributions Shown Separately

[Pd(phen)Cl2], 4 [Pt(phen)Cl2], 6

atom δNR
a ΔSR δNR

b + ΔSR ΔSO δNR
b + ΔSR + ΔSO expte δNR

c ΔSR δNR
d + ΔSR ΔSO δNR

d + ΔSR + ΔSO expte

N-1 241.8 �7.0 238.8 �22.0 216.8 215.4 240.2 �8.4 231.8 �30.5 201.3 200.0

C-2 151.3 �0.4 150.9 �0.8 150.1 149.6 151.5 �2.1 149.4 +0.5 149.9 150.5

C-3 125.6 �0.1 125.5 �0.7 124.8 126.4 125.8 �0.7 125.1 �0.2 124.9 126.3

C-4 141.7 �0.1 141.6 +0.2 141.8 139.9 141.4 �1.2 140.2 +1.6 141.8 140.4

C-5 127.7 �0.2 127.5 +0.1 127.6 128.1 127.4 �0.8 126.6 +0.9 127.5 /127.8

C-1a 145.7 �1.0 144.7 +1.4 146.1 148.6 146.0 �3.6 142.4 +5.2 147.6 147.2

C-4a 129.9 �0.2 129.7 0.0 129.7 131.0 129.9 �1.3 128.6 +1.1 129.7 130.9

RMSD 1.0 1.3 1.2 1.6 2.8 1.1

H-2 9.16 �0.04 9.12 �0.10 9.02 9.34 9.40 �0.06 9.34 +0.01 9.35 9.69

H-3 7.90 �0.01 7.91 �0.08 7.83 8.13 7.95 +0.04 7.99 �0.10 7.89 8.17

H-4 8.70 �0.01 8.69 0.00 8.69 8.97 8.71 �0.04 8.67 �0.02 8.69 9.04

H-5 8.14 0.00 8.14 �0.05 8.09 8.28 8.15 �0.01 8.16 �0.07 8.09 8.29

RMSD 0.21 0.22 0.28 0.26 0.28 0.30
aADF/PBE0(30)/TZP/COSMO//G03/B3LYP/ECP28MDF/cc-pwCVTZ-PP+6-31G**/PCM. bADF/PBE0(30)/TZP/ZORA-SO/COSMO//G03/
B3LYP/ECP28MDF/cc-pwCVTZ-PP+6-31G**/PCM. cADF/PBE0(30)/TZP/COSMO//G03/B3LYP/ECP60MDF/cc-pwCVTZ-PP+6-31G**/PCM.
dADF/PBE0(30)/TZP/ZORA-SO/COSMO//G03/B3LYP/ECP60MDF/cc-pwCVTZ-PP+6-31G**/PCM. e 1H and 15N NMR data: Pazderski, L.;
Szlyk, E.; Sitkowski, J.; Kamienski, B.; Kozerski, L.; Tousek, J.; Marek, R.Magn. Reson. Chem. 2006, 44, 163. 13C NMR data: this work.
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ionic character of the bonding in the Au3+ system as compared to
the Pt2+ complex.

If the SO contributions are less important and less method-
dependent in the Au3+ as compared to the Pt2+ complex, the
opposite is true for the SR term. The SR term, which is described
equally well by the relativistic ECPs and the ZORA, is again
largest for C-20 and N-1 (about �10 ppm in 1, between �20
and�30ppm in 2).However, the SOand SR terms are also sizable
((3 to (5 ppm) for the atoms separated from the metal by two
bonds (C-2, C-10, and C-30), although they partially compensate
for each other. The always positive NR chemical shift for the C-20
and N-1 atoms of both 1 and 2 decreases moderately (0 to 8 ppm)
upon going from 0% to 50% of the exact exchange admixture.

Adding the SO, SR, andNR terms together and comparing the
total chemical shift with the experimental results, we can tune the
optimum amount of the exact exchange in the B3LYP or PBE0
density functional. The latter comes out differently for the Pt
complex 1 (30%) than for the Au complex 2 (40�50%). This
finding, not uncommon in the literature, enables a “pragmatic
choice” of the density functional; it is however unsatisfactory from
the theoretical point of view. These complexes can thus be
suggested as test examples for local hybrid functionals that tune
the exact exchange internally. Their development is motivated by
a need for a uniform approach to the various systems.123�125
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ABSTRACT: In this paper, we focus on the performance of popular WFT (MP2, MP2.5, MP3, SCS(MI)-MP2, CCSD(T)) and
DFT (M06-2X, TPSS-D) methods in optimizations of geometries of noncovalent complexes. Apart from the straightforward
comparison of the accuracy of the resulting geometries with respect to the most accurate, computationally affordable, reference
method, we have also attempted to determine the most efficient utilization of the information contained in the gradient of a
particular method and basis set. Essentially, we have transferred the ideas successfully used for noncovalent interaction energy
calculations to geometry optimizations. We have assessed the performance of the hybrid gradients (for instance, MP2 and
CCSD(T) calculated in different basis sets), investigated the possibility of extrapolating gradients calculated with a particular
method in a series of systematically built basis sets, and finally compared the extrapolated gradients with the counterpoise(CP)-
corrected optimizations, in order to determine which of these approaches is more efficient, in terms of their convergence toward the
CBS geometry for the respective calculation cost. Further, we compared the efficiency of the CP-corrected, extrapolated, and hybrid
gradients in terms of the rate of convergence with respect to basis set size. We have found that CCSD(T) geometries are most
faithfully reproduced by the MP2.5 and MP3 methods, followed by the comparably well performing SCS(MI)-MP2 and MP2
methods, and finally by the worst performing DFT-D andM06 methods. Basis set extrapolation of gradients was shown to improve
the results and can be considered as a low-cost alternative to the use of CP-corrected gradients. A hybrid gradient scheme was shown
to deliver geometries close to the regular gradient reference. Analogously to a similar hybrid scheme, which nowadays is routinely
used for the calculation of interaction energies, such a hybrid gradient scheme can save a huge amount of computer time, when high
accuracy is desired.

1. INTRODUCTION

The crucial role of noncovalent interactions in biology,
nanoscience, catalysis, and other scientific disciplines1 has been
clearly stressed in many scientific discussions and studies during
past decades. The necessity of using highly sophisticated ab initio
quantum chemical methods, such as the coupled-cluster (CC)
methods at the complete basis set (CBS) limit, for calculation of
noncovalent interactions has also been recognized.2�4 The fail-
ures of otherwise rather successful methods, such as second-
order Møller-Plesset perturbation theory (MP2) or the entire
family of DFT methods (except for the recently developed
functionals by Truhlar and Zhao5 and Scuseria et al.6) to
describe, for instance, the π�π stacking interactions of aromatic
systems, has motivated the community of quantum chemists to
develop novel, more efficient (both in terms of accuracy and
computational cost) approximate methods. A more detailed
discussion of different improved DFT approaches can be found
in our review.4Most research efforts have focused solely on inter-
action energies, and attempts to develop and assess methods that
accurately describe noncovalent complex geometries have been
largely pushed aside. Except for a few studies on the geometries of
hydrogen-bonded (H-bonded) and stacked DNA base pairs7�10

and other complexes,11,12 most of the publications in the field have
regarded the geometry problem as being less important.

The truth is that the amount of attention paid to the quality of
the description of noncovalent complex geometries, compared to
interaction energies, to some extent reflects the relative impor-
tance of these issues in real life applications. The sensitivity of the
geometry of a noncovalent complex to a particular method (and
basis set size) applied for geometry optimization is, with no
doubt, lower than that of the “single-point” interaction energy.
Presuming that a qualitatively correct method (i.e., capable of
describing a particular noncovalent interaction type) is used,
convergence toward the (at least qualitatively) correct geometry
with respect to the basis set size is rather fast. As the most
straightforward example, theHartree�Fock (HF)method with a
very small basis set, such as Pople STO-3G, yields at least
semiquantitatively correct geometries for “standard” H-bonded
complexes (such as the water dimer) in all cases known to us.13

The opposite is clearly true if optimization of, for instance, the
benzene dimer is attempted using the same methodology. In this
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case, use of a method capable of properly describing the dispersion
interaction (i.e., a correlated method, unlike HF) in combination
with a basis set containing diffuse functions is critical.

This raises another question, which concerns the convergence
of the geometry with respect to the quality of the method
(in terms of being closer to the full configuration interaction result),
presuming (as mentioned above) that the investigated method is
capable of describing the particular interaction type. As an
example, we can ask how accurate the geometry of the benzene
dimer π�π stacked complex is when it is optimized with a series
of MPX (X being 2, 3, or 4) or CC (CCSD, CCSD(T), ...)
methods. This certainly is meaningful, since all of theMPX andCC
methods are capable of describing dispersion interactions. Further-
more, gaining the knowledge that, for instance, MP2 (being ∼N5

scaling method with system size “N”) delivers similar accuracy to
that of the MP4 or the CCSD(T) methods (both scaling as∼N7)
could save a tremendous amount of computer time.

The basis set dependence of optimized geometries has been
studied in several works, of which the most relevant to this study
are the papers of Salvador and co-workers14,15 andHobza and co-
workers7,16�18 and also the papers from the groups of Klopper,19

Pulay and Janowski,20 Kim,11 and others. The common issue
discussed in these papers is the role of Basis Set Superposition
Error (BSSE) on the molecular (complex) geometry. As was
pointed out for the first time in the paper of Simon et al.14 and
further analyzed in the papers of Salvador and Duran15 and Paizs
et al.,21 BSSE affects not only interaction energies but also
geometrical parameters. In a similar way to how the BSSE leads
to an artificial increase in the stabilization of complexes, it also
leads to the shortening of, for example, the length of H bonds14

and the displacement of stacked aromatic rings7,20 etc.
We have several goals in this work: first, to assess the

performance of the hybrid (for instance, MP2 and CCSD(T)
calculated in different basis sets) gradients; second, to investigate
the possibility of extrapolating gradients calculated with a parti-
cular method in a series of systematically built basis sets; and
finally, to compare the extrapolated gradients with the CP-
corrected optimizations, to determine which of these approaches
is more efficient, in terms of their convergence toward the CBS
geometry for the respective calculation cost.

2. METHODS

2.1. CBS Gradient Optimization. In this work, basis set
extrapolations are carried out using the scheme of Helgaker
et al.22,23 (eq 1), where α is a basis set dependent parameter, EX
and ECBS are the HF and correlation energies for the basis set with
largest angular momentum X and for the complete basis set,
respectively.

EHFX ¼ EHFCBS þ A e�αX and EcorrX ¼ EcorrCBS þ BX�3 ð1Þ

For the RI-MP2/CBS optimization, the HF and MP2 correla-
tion gradients were, as in the case of energies, extrapolated
separately due to the different (exponential vs power) conver-
gence profiles of the procedure. The necessary “correlation
energy gradient” is obtained as a difference between the total
MP2 gradient and the HF gradient. Technically, each element of
the HF and correlation Cartesian gradients is extrapolated (using
its value instead of energy E in eq 1), and the final CBS gradient is
obtained as a sum of the HF/CBS and correlation/CBS gradi-
ents. For small complexes, a similar approach was also applied for

higher order correlation methods, directly extrapolating the
MP2.5,24 MP3, and CCSD(T) gradients.
2.2. Hybrid Gradient Optimization. The proposed CCSD-

(T)/CBS gradient is constructed as a sum of the MP2/CBS
gradient and a correction gradient, in a way similar to that of
the energy calculation. This correction gradient is obtained as a
difference between the CCSD(T) and MP2 gradients calculated
in a smaller basis set. The 6-31G**(0.25,0.15) and (when
applicable) larger cc-pVDZ or cc-pVTZ basis sets were used
for the correction gradient calculations. The MP2.5 and MP3
CBS gradients are constructed in a way similar to the one for
CCSD(T), employing the (scaled) MP3 correlation gradient
correction.

3. COMPUTATIONAL DETAILS

The HF and MP2 CBS calculations were performed with
two different consecutive basis sets, cc-pVDZ/cc-pVTZ and
cc-pVTZ/cc-pVQZ, using the recommended coefficients for
both the energy and gradient element extrapolations.

The optimizations were carried out using our newly developed
scripts, which call (depending on the level of theory) the rimp2
module of the TurboMole 5.10 package25 and/or the ACESII/
ACESIII26 program for theMP2, MP3 and CCSD(T) energy and
gradient calculations. The collected gradients as well as energies
are extrapolated, and the relax module of the TurboMole package
is called to obtain the new coordinates.

The SCS(MI)-MP227 optimizations were performed using
the recommended parameters of the scs keyword for the ricc2
module of TurboMole.

For a comparison of the performance, we also included the
results of DFT calculations, namely, the M06-2X (as implemen-
ted in Gaussian 0328) and TPSS-D29 both using the 6-311++
G(3df,3pd) basis set. The TPSS-D method is implemented using
a combination of the ridft module of TurboMole and our tm_disp
program.29

These DFT methods were selected from the wide range of
available methods based on our previous results, showing that
these methods provide consistently highly accurate interaction
energy as well as PES scan results.

All of the optimizations were performed employing the C1
symmetry, even for starting structures with higher symmetry.
The same initial geometry was used for all of the optimization
methods. The gradients on all atoms of the complexwere included,
optimizing fully the geometry of monomers within the complex as
well as their separation.

Throughout the paper, we are using following notation: D, T,
aD, aT, ... for Dunnings (aug)-cc-pVXZ basis sets; DT and TQ
stand for the (XfY) Helgaker type of basis set extrapolation.
“025015” stands for the above-mentioned 6-31G**(0.25, 0.15)
modified Pople’s basis set, where the exponent of themost diffuse
d functions on heavy (C, N, O, ...) atoms is changed from 0.8 to
0.25, and the exponent of the p function of hydrogens is changed
from 1.1 to 0.15. Further, for a particular method “X”, the
correction term Δ is defined as Δ = X � MP2.

The computational cost of optimizations is reduced signifi-
cantly, especially by employing the hybrid scheme. For example,
one cycle of methanol dimer optimization at the CP-CCSD(T)/
cc-pVTZ level takes about 60 h, while the hybrid MP2(TQ)+
Δ(CCSD(T)/025015) offers better final geometry with about
2 h for one optimization cycle.
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4. RESULTS AND DISCUSSION

4.1. Acetylene Dimer.The acetylene dimer was chosen as the
model system for π�π stacked, dispersion dominated noncova-
lent complexes. In analogy with the benzene dimer,20,30 two
characteristic minima were studied, i.e., the “parallel-displaced”,
PD (see Figure 1), and the “T-shaped” structure, T (see
Figure 2). Due to the spatial symmetry restrictions applied, the
two intermolecular distances, vertical displacement, Rv, and
parallel displacement, Rpd, define unambiguously the PD struc-
ture of the acetylene dimer. In the case of the T structure, it is
only the vertical displacement, R, which defines the structure, for
the reasons mentioned above. We will repeat here that the
monomer geometries were in all cases optimized as well.
The proof of concept for the hybrid MP2/CCSD(T) gradient

is demonstrated in Table 1.
Comparing the first two rows of the table, it is clear that MP2

delivers a tighter conformation of the complex compared to
CCSD(T), i.e., monomers are vertically shifted by about 0.03 Å
further apart at the CCSD(T) level, due to the well-known
overestimation of the π�π stacked interaction at the MP2 level.
The vertical displacement decreases upon the extension of basis
set size (i.e., cc-pVDZ (“D”) to cc-pVTZ (“T”)) at both levels, by
0.26 Å at the MP2 and 0.37 Å at the CCSD(T) level. To
demonstrate the success of using the “hybrid gradient”, i.e.,
mixing of the MP2 gradient calculated in a larger basis set, T,
and the CCSD(T) correction to theMP2 gradient (i.e.,ΔCCSD-
(T)) in a smaller basis set, D, we can compare the vertical

displacement of 2.8710 Å, as obtained by the hybrid scheme, with
the “pure” MP2 and CCSD(T) values. This value is clearly
smaller than that of CCSD(T)/D, in agrement with the trends
mentioned above, but also clearly larger that of theMP2/T value,
in accordance with the effect of the higher-order correlation on
the gradient. At the same time, this value is in between the
CCSD(T)/D and CCSD(T)/T ones, which is a clear improve-
ment, taking into consideration that the computational demands
of the hybrid scheme are practically equal to that of pure
CCSD(T)/D optimization.
Table 2 summarizes the optimized geometry parameters

and the CCSD(T)/CBS interaction energies (calculated as
MP2/(aTaQ) +ΔCCSD(T)/cc-pVTZ), calculated for the most
accurate geometries obtained by a particular method.
Since obtaining the CCSD(T)/CBS interaction energies for

all geometries would be too time-consuming, the discussion on
the accuracy of the obtained geometries with respect to the
quality of the basis set will be limited only to the MP2 method
and can be found in the last paragraph of this section. Let us start
first with the T-shaped acetylene dimer. When the MP2/(DT)+
ΔCCSD(T)/025015 (or MP2/(DT)+ΔCCSD(T)/D) is com-
pared with MP2/(DT) values of the vertical displacement (R), a
similar increase ofR by about 0.04 (0.05) Ådue to the higher-order
correlation is observed.Comparing the value ofR calculated on the
hybrid MP2/(TQ) level corrected with the one ΔCCSD(T)
calculated in 025015, D, and T basis sets with the pure MP2/
(TQ) value, almost constant shifts of 0.036, 0.048, or 0.041 Å are
obtained. This indicates that, similar to calculation of the inter-
action energies, MP2 gradients converge more slowly with basis
set size than the higher order correlation contributions, as
calculated at the CCSD(T) level. It is also interesting to analyze
the convergence of the MP2 gradient extrapolation. The MP2/
(DT)R value repeats the trend of its decreasing valuewith basis set
size, being significantly lower than theMP2/Q value, i.e., 2.6257 vs
2.6537 Å. At the same time, the MP2/(DT) value is closer to the
most accurate MP2 R value, obtained either from theMP2/(TQ),
2.6486Å, or from the two-point “1/X3”RMP2 values extrapolated
from T and Q basis sets, 2.6497 Å, by about 0.01 Å.
In analogy with the interaction energy calculations, we can also

inspect the CP-corrected gradient optimization results as the
concurrent approach to the extrapolated gradients. Both ap-
proaches converge to the same geometries, since in the CBS
there is no BSSE. However, complexes of a rather small number
of atoms can be optimized in basis sets large enough to approach

Figure 1. Acetylene dimer, parallel-displaced conformation: structure
and the analyzed geometrical parameters.

Table 1. Acetylene Dimer�PD Conformationa

MP2/X ΔCCSD(T)/X Rv [Å] Rpd [Å] RMSD [Å]

D 2.8577 3.1947 0.0234

D D 2.8900 3.2020 0.0311

T 2.8317 3.1492 0.0191

T Db 2.8710 3.1684 0.0095

T T 2.8534 3.1791 �
aComparison of the geometrical parameters obtained on the MP2 level
(i.e., noΔCCSD(T)/X), CCSD(T) level (i.e., MP2/X +ΔCCSD(T)/X),
and hybrid MP2/CCSD(T) level (i.e., MP2/X + ΔCCSD(T)/(X-1)).
“D” and “T” stand for Dunnings cc-pVDZ and cc-pVTZ basis sets.
RMSD stands for the root mean square deviation of the optimized
geometry with regard to the reference geometry (i.e., RMSD of “�”).
b The 025015 basis set for the ΔCCSD(T)/X calculation performs
slightly worse than the D basis set: Rv, 2.8626 [Å]; Rpd, 3.1908 [Å];
RMSD, 0.0164 [Å]

Figure 2. Acetylene dimer, T-shaped conformation: structure and the
analyzed geometrical parameters.
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the CBS; thus, it is natural to ask whether the CP-corrected
gradients in particular basis sets are systematically more accu-
rate than the extrapolated ones. Comparing, for instance, the
MP2/(DT)+ΔCCSD(T)/D value of R with the CP-corrected

one calculated in the D basis set, i.e., 2.6803 vs 2.8211 Å, it is
clear that the first one is much closer to the most accurate,
MP2/(TQ)+ΔCCSD(T)/T, value of 2.6899 Å. It is important to
realize that the CP-corrected optimization requires the calculation

Table 2. Acetylene Dimer�Selected Geometrical Parameters Obtained from the Unconstrained Geometry Optimization on
Various Theoretical Levels and Basis Setsa

T PD

method hybrid/basis R [Å] RMSD [Å] Eint Rv [Å] Rpd [Å] RMSD [Å] Eint

CC MP2(DTb)+Δc(025015) 2.6675 0.0126 2.8440 3.1710 0.0274

MP2(TQ)+Δ(025015) 2.6847 0.0029 2.8320 3.1074 0.0058

MP2(DT)+Δ(D) 2.6803 0.0071 2.8531 3.1545 0.0237

MP2(TQ)+Δ(D) 2.6962 0.0045 2.8358 3.0858 0.0122

MP2(TQ)+Δ(T) 2.6899 � �1.500 2.8357 3.1114 � �1.382

CP D 2.8211 0.0816 d 0.9746

CP T 2.7225 0.0147 2.8200 3.2597 0.0556

CP MP2(D)+Δ(025015)e 2.8654 0.1047 2.9884 3.3286 0.1347

CP MP2(T)+Δ(025015) 2.7584 0.0375 2.8937 3.2413 0.0690

MP2.5 D 2.7473 0.0424 2.8782 3.1874 0.0460

T 2.6520 0.0238 2.8342 3.1635 0.0222

MP2(DT)+Δ(025015) 2.6563 0.0222 2.8449 3.1419 0.0171

MP2(TQ)+Δ(025015) 2.6760 0.0089 2.8241 3.0845 0.0146

MP2(DT)+Δ(D) 2.6576 0.0219 2.8434 3.1349 0.0147

MP2(TQ)+Δ(D) 2.6759 0.0093 2.8323 3.0647 0.0208

MP2(TQ)+Δ(T) 2.6740 0.0109 �1.484 2.8323 3.0774 0.0163 �1.369

CP D 2.7972 0.0660 2.8903 3.2956 0.0909

CP T 2.6988 0.0061 2.8532 3.1919 0.0379

MP3 D 2.7719 0.0519 2.9068 3.1962 0.0573

T 2.6794 0.0143 2.8689 3.1709 0.0353

MP2(DT)+Δ(025015) 2.6894 0.0103 2.8726 3.1626 0.0450

MP2(TQ)+Δ(025015) 2.7084 0.0082 2.8526 3.1043 0.0226

MP2(DT)+Δ(D) 2.6886 0.0114 2.8744 3.1402 0.0279

MP2(TQ)+Δ(D) 2.7029 0.0064 2.8557 3.0766 0.0164

MP2(TQ)+Δ(T) 2.6996 0.0069 �1.470 2.8527 3.0797 0.0140 �1.364

CP D 2.8232 0.0764 2.9120 3.3187 0.1055

CP T 2.7281 0.0160 2.8909 3.2080 0.0559

SCS(MI)-MP2 Q 2.7097 0.0090 2.8491 3.1539 0.0247

CP T 2.6897 0.0045 2.8462 3.1871 0.0351

CP Q 2.6662 0.0120 �1.506 2.8557 3.1597 0.0285 �1.351

MP2 D 2.7257 0.0363 2.8577 3.1947 0.0454

T 2.6592 0.0146 2.8317 3.1492 0.0170

Q 2.6537 0.0181 2.8084 3.1080 0.0115

DTf 2.6257 0.0357 2.8078 3.1320 0.0120

TQg 2.6486 0.0211 �1.497 2.8168 3.0444 0.0330 �1.373

CP D 2.7719 0.0570 2.8636 3.2924 0.0838

CP T 2.6864 0.0027 2.8368 3.1848 0.0310

CP Q 2.6658 0.0122 2.8105 3.1216 0.0074

M06-2X 6-311++G(3df,3pd) 2.6700 0.0238 �1.473 2.8167 2.9372 0.0765 �1.323

DFT-D TPSS/6-311++G(3df,3pd) 2.8498 0.0801 �1.446 2.9277 3.1255 0.0414 �1.368
a Eint corresponds to the CCSD(T)/CBS interaction energy calculated at the particular complex geometry. RMSD stands for the root mean square
deviation of the optimized geometry with regard to the reference geometry (i.e., RMSDof “�”). bD, T, ... stand forDunnings cc-pVXZ basis sets. DT and
TQ stand for the (XfY) Helgaker type of basis set extrapolation. “025015” stands for the 6-31G**(0.25, 0.15) modified Pople’s basis set, where the
exponent of the most diffuse d functions on heavy (C, N, O, ...) atoms is changed from 0.8 to 0.25, and the exponent of the p function of hydrogens is
changed from 1.1 to 0.15. c For a particular method “X”, theΔ term is defined as Δ = X�MP2. dGeometry optimization converged to the “T”-shaped
structure. eCP corrected MP2 gradient with added CP uncorrected Δ term. f Extrapolated R, Rv ,and Rpd values according to the two-point “1/X3”
extrapolation for D and T basis sets are 2.6312, 2.8208, and 3.1300 Å. g Extrapolated R,Rv andRpd values according to the two-point “1/X

3” extrapolation
for T and Q basis sets are 2.6497, 2.7914, and 3.0779 Å.
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of five gradients, one for the dimer (as in the hybridMP2/CCSD(T)
scheme) and also four additional gradients of monomers in
supermolecular and monomer AO basis sets. After the two-point
“1/X3” extrapolation of the CP-corrected R values from the D
and T basis sets is done, the obtained value of 2.6810 Å is close to
the reference. But the computational overhead of the CP-
corrected CCSD(T) calculation in the T basis set is certainly
not worth the effort, at least not in this case. The unsatisfactory
accuracy of the CP-corrected gradients is even more obvious at
the “pure” MP2 level, where the CP-corrected R value in the Q
basis set is even less accurate than the plain MP2/T one. On the
other hand, two-point “1/X3” extrapolation of CP-corrected
MP2 gradients either from D to T or from T to Q basis sets
leads (probably by chance) to about the same values, 2.6504 and
2.6508 Å, which are in a good agreement with the best reference
MP2 values.
Concerning the performance of methods other than MP2 or

CCSD(T), we can compare the “best” geometries for each
method, by either taking the MP2/(DT)+ΔX/T gradients
(ΔX being ΔMP2.5 or ΔMP3) and the two-point extrapolation
of the CP-corrected gradients in D and T basis sets (or T and Q,
in the case of the SCS(MI)-MP2 method) or just by taking only
the plain R value (M06-2X and DFT-D). MP2.5 underestimates
the reference MP2/(TQ)+ΔCCSD(T)/T value of R by only
0.016 Å on the extrapolated-hybrid level, but by 0.033 Å (R being
2.6574 Å) on the extrapolated CP-corrected level. The plain CP-
corrected MP2.5 value in the T basis set is in much better
agreement, with an error of 0.009 Å, but this is most likely the
consequence of error compensation due to a lack of basis set
saturation. MP3 clearly delivers more accurate results, the
agreement of the extrapolated-hybrid and extrapolated CP-
corrected scheme (2.6881 Å) being within �0.01 and 0.002 Å.
The minus sign means that the R value is overestimated (larger)
compared to the reference. The SCS(MI)-MP2 R values match
the reference within 0.02 and 0.03 Å at the CP-corrected Q and
extrapolated CP-corrected levels. From the DFT methods, it is
clearly M06-2X that is more accurate, the error being 0.02 Å vs
0.16 Å for DFT-D.
In the PD acetylene dimer, we observe very similar trends.

Higher-order correlation increases the vertical displacement,
affecting the parallel displacement only marginally. Favorable
error compensation takes place at the MP2 level, since the
optimized Rv converges with the basis set from above. As might
be anticipated, the best extrapolated-hybrid MP2.5 results re-
produce the CCSD(T) reference more closely than those of
MP3, the errors being 0.003/0.03 and 0.017/0.03 Å for Rv/Rpd,
though the difference is rather small. The performance of the
CP-corrected SCS(MI)-MP2 in the Q basis set is also satis-
factory, slightly overestimating the reference Rv/Rpd values
by�0.02/�0.05 Å. Both the DFT results deviate significantly
from the reference, the errors being somewhat lower for the
DFT-D method in this case, i.e., 0.02/0.17 Å for M06-2X and
0.09/0.01 Å for DFT-D.
For the interaction energies, it was found7 that the higher-

order correlation effects not only converge faster with basis set
size but also suffer less from BSSE. In the spirit of this idea, we
combine the CP-corrected MP2 gradient with the CP-uncor-
rectedΔCCSD(T) correction calculated with a smaller basis set,
for instance, 025015; i.e., see the CP-MP2/D+Δ/025015 rows in
Table 2. The effect of the higher-order correlation on the CP-
corrected MP2 gradient is again the elongation of the R, Rv, and
Rpd distances. However, in both the T-shaped and the PD

acetylene dimers, this elongation is in the same direction as the
error of the CP-corrected MP2 gradient, thus making such a
hybrid method rather inaccurate. Only when the two-point
extrapolation of the CP MP2/X + Δ/025015 from D to T basis
set is carried out are the resulting values for R, Rv, and Rpd, i.e.,
2.7134, 2.8538, and 3.2045 Å, finally more accurate than theMP2
CP-corrected extrapolated values. In the case of the PD structure,
such a hybrid method converges to the PD structure, unlike the
CP-corrected CCSD(T)/D gradient, which converged to the
T-shaped structure.
As mentioned in the beginning of this section, CP-corrected

CCSD(T)/CBS interaction energies (without relaxation energies)
were calculated for the “best” geometries for each method. These
energies vary only slightly for the T-shape structure, from�1.506
(SCS(MI)-MP2 geometry) to�1.446 (DFT-D geometry) kcal/
mol, i.e., by only 0.06 kcal/mol (∼4%). For the T-shaped struc-
ture, the values varied from �1.382 to �1.323 kcal/mol, i.e.,
again only by 0.06 kcal/mol (∼4%). This clearly demonstrates
the insensitivity of the interaction energy to geometry changes,
thus making the method used for geometry optimization far less
important than the method used for the single-point interaction
energy calculation. Theremight be othermolecular properties that
are more strongly affected by deviations in geometry, such as
spectroscopic parameters, but this is out of the scope of this article.
As noted at the beginning of this section, we could afford to

calculate the CCSD(T)/CBS interaction energies only for the
“best” geometries for each method. However, to get a deeper
insight into the importance of basis set saturation in the gradient
and interaction energy calculations, we carried out CP-corrected
MP2 calculations of the interaction energy in several basis sets
and close to the CBS limit at the geometries optimized at the
MP2 level in the same series of basis sets with and without the
CP-correction in the gradient. The deformation energy contri-
butions to the binding energy are also calculated in the series of
basis sets as well as close to the CBS limit. Table 3 summarizes
these result for the T-shaped acetylene dimer.
In the first column, i.e., “Eint/X”, the CP-corrected MP2 inter-

action energies calculated in the “X” basis set at the CP-corrected
and CP-uncorrected MP2 geometries obtained in the same basis
set are shown. The interaction energies range from �1.164 (D)

Table 3. Acetylene Dimer T, MP2 Methoda

X Eint/X Eint/aTaQ Edef/X Edef/TQ Ebind/aTaQ//X

D �1.164 �1.748 (�0.094) 0.004 1.598 �1.744 (�0.096)

CP-D �1.182 �1.718 (�0.064) 0.003 1.585 �1.715 (�0.067)

T �1.380 �1.669 (�0.015) 0.005 0.065 �1.664 (�0.016)

CP-T �1.386 �1.665 (�0.011) 0.004 0.063 �1.660 (�0.012)

Q �1.536 �1.659 (�0.005) 0.005 0.017 �1.654 (�0.006)

CP-Q �1.537 �1.658 (�0.004) 0.005 0.016 �1.654 (�0.006)

DT �1.496 �1.627 (0.027) 0.006 0.032 �1.622 (0.026)

TQ �1.651 �1.654 0.006 0.006 �1.648
a Eint/X: CP-corrected interaction energy in “X” basis set and (CP-)“X”
optimized geometry. Eint/aTaQ: CP-corrected interaction energy in
aTaQ extrapolation and (CP-)“X” optimized geometry. Edef/X and Edef/
TQ: deformation energy in “X” basis set or TQ extrapolation and (CP-)“X”
optimized geometry. Ebind/aTaQ//X: CP-corrected interaction energy
in aTaQextrapolation and (CP-)“X” optimized geometrywith corrections
for the deformation of monomers calculated in the “X” basis set and the
corresponding geometry. Values in parentheses represent the error with
respect to the “reference” TQ values in the corresponding column.
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to�1.715 kcal/mol (TQ), i.e., the difference being 0.551 kcal/mol
(∼32%). For all three basis sets, the interaction energies on the
CP-corrected geometries are slightly more attractive, but at most
only by 0.018 kcal/mol (in the D basis set). If we calculate MP2/
CBS interaction energies at these geometries, i.e., the second
column “Eint/aTaQ”, these interaction energies only range
from�1.627 (DT) to�1.748 (D) kcal/mol; i.e., the span is reduced
to only 0.121 kcal/mol (∼7%). If we set the TQ geometry to be
the reference one, the span of errors in the interaction energies
(in parentheses in the second column) reduces even further
below 0.1 kcal/mol (0.094 kcal/mol). This clearly demonstrates
the importance of the quality of the underlying basis set used for
the geometry and single-point calculations. The third and the
fourth columns, i.e., “Edef/X” and “Edef/TQ”, show the deforma-
tion energies as obtained in the “X” basis set, or in the close-to-
CBS limit, “TQ”. For this particular complex, the deformation
energies are very small, about 0.006 kcal/mol, and are practically
invariant to the basis set size (changes from 0.003 to 0.006
kcal/mol from CP-D to TQ). Much larger values are obtained
for the CBS limit of the relaxation energy as calculated from
geometries optimized in one particular basis set. Values above
1.5 kcal/mol obtained for D andCP-D structures indicate that the
monomer geometries (both in the complex and in the isolated
systems) are quite different from those obtained in larger basis
sets. Indeed, the distance between the carbon atoms within the
monomers changes from 1.230 Å in D to 1.209 Å in the Q basis
set. In a similar fashion, the length of the C�H bonds shortens
from 1.075/1.077/1.076 Å in D to 1.061/1.064/1.062 Å, where
the first number corresponds to the C�H bond of the monomer
“on top”, according to Figure 2 the most distant from the
horizontally placed monomer, the second number refers to the
C�H of the same monomer pointing toward the monomer on
the bottom, and the third value corresponds to the symmetric
C�H bonds of the monomer on the bottom.
Similar effects can be observed for the PD structure, shown in

Table 4.
The range of the interaction energies in different basis sets and

geometries is now 0.659 kcal/mol (∼42%), i.e., from �0.928
(D) to �1.587 kcal/mol (TQ). The CBS interaction energies
calculated at different geometries span, again, a much narrower

interval of only 0.088 kcal/mol (∼6%), i.e., from �1.538 (DT)
to�1.626 (D) kcal/mol. The deformation energies calculated in
the same basis set as the gradient are practically identical to those
of the T-shaped structure and so is the CBS estimate of the
deformation energy for each geometry. For both the T-shaped
and the PD structures, the largest error in the MP2/CBS
interaction energy (both with and without deformation energy)
is obtained for the geometry obtained in the D basis set and is
below 0.1 kcal/mol. The errors at the geometries obtained in the
T basis set and better are an order of magnitude lower. For such
small errors, it is almost meaningless to analyze the deviations for
each basis set or extrapolation; nevertheless, the CP-correction
to the gradient noticeably increases the accuracy and, at least for
the D basis set and the DT extrapolation, does not increase the
accuracy compared to the T basis set itself.
4.2. Methanol Dimer. In the H-bonded methanol dimer,

three intermolecular geometry parameters will be discussed (see
Figure 3).
Parameter “R” represents the length of the H-bond, “α” is the

angle between the C�O bond of the hydrogen acceptor and
the hydrogen involved in bonding, “β” is the angle between the
O�H bond and hydrogen acceptor oxygen and “γ” is the
dihedral angle between the C�O and H covalently bound and
C�O and Hweakly bound defined planes of the two monomers.
The results of the all-coordinate optimization are summarized in
Table 5.
The analysis of the geometrical parameters is more compli-

cated than in the case of the acetylene dimer because of the large
number of intermolecular degrees of freedom. Furthermore, an
analysis of such small errors obtained using all of the methods
considered here is more or less irrelevant.
Let us start the analysis by comparing the CCSD(T)/CBS

interaction energies (calculated asMP2/(aTaQ) +ΔCCSD(T)/
025015) at geometries optimized using various methods and
basis sets. The best agreement with the reference interaction
energy, �5.898 kcal/mol, i.e. the one calculated at the complex
geometry obtained using the MP2/(TQ)+ΔCCSD(T)/025015
gradient, is obtained for the MP2/(TQ) geometry, with an error
of only 0.01 kcal/mol. This is in good agreement with the well-
known capability of the MP2 method to properly describe
(small) H-bonded complexes. The ordering of the rest of the

Table 4. Acetylene Dimer PD, MP2 Methoda

X Eint/X Eint/aTaQ Edef/X Edef/TQ Ebind/aTaQ//X

D �0.928 �1.629 (�0.066) 0.003 1.576 �1.626 (�0.068)

CP-D �0.951 �1.591 (�0.028) 0.003 1.557 �1.588 (�0.030)

T �1.243 �1.566 (�0.003) 0.004 0.061 �1.562 (�0.004)

CP-T �1.246 �1.556 (0.007) 0.004 0.059 �1.552 (0.006)

Q �1.404 �1.566 (�0.003) 0.005 0.016 �1.561 (�0.003)

CP-Q �1.405 �1.565 (�0.002) 0.005 0.016 �1.560 (�0.002)

DT �1.381 �1.542 (0.021) 0.005 0.041 �1.538 (0.020)

TQ �1.540 �1.563 0.006 0.006 �1.558
a Eint/X: CP-corrected interaction energy in “X” basis set and (CP-)“X”
optimized geometry. Eint/aTaQ: CP-corrected interaction energy in
aTaQ extrapolation and (CP-)“X” optimized geometry. Edef/X and Edef/
TQ: deformation energy in “X” basis set or TQ extrapolation and (CP-)-
“X” optimized geometry. Ebind/aTaQ//X: CP-corrected interaction
energy in aTaQ extrapolation and (CP-)“X” optimized geometry with
corrections for deformation of monomers calculated in “X” basis set and
the corresponding geometry. Values in parentheses represent the error
with respect to the “reference” TQ values in the corresponding column.

Figure 3. Methanol dimer: structure and the analyzed geometrical
parameters.
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methods, in terms of accuracy, is as follows: MP2.5, DFT-D,
MP3, SCS(MI)-MP2, and M06-2X, with errors of �0.037,
0.045, �0.070, �0.084, and �0.244 kcal/mol.
Certain convergence and method-specific patterns in the

geometry changes are worth noting here. The convergence of
the H-bond length at the CP-uncorrected and CP-corrected
MP2 levels is monotonous, but from the opposite direction.
CP-uncorrected MP2 H-bond lengths converge from below
(1.8690 Å, in D, to 1.8773 Å, in Q basis set), while the CP-
corrected bond length converges from above (1.9550 Å, in D, to
1.8958 Å, in Q). Even more distinctive is the change of the
dihedral angle “γ”, increasing by about 12� at the CP-uncorrected
MP2 level, but by about 35� at the CP-corrected level. However,
judging by the insensitivity of MP2/CBS interaction energies
to these angles in Table 6, the potential energy surface of the
dimer is either quite shallow in this direction or the change of
the dihedral angle is compensated by the change of other geo-
metrical parameters.

The MP2 interaction energies calculated and optimized with
the same basis set vary by 2.39 kcal/mol (∼38%), which is
comparable to acetylene dimer results. The convergence of the
MP2/CBS interaction energies calculated at the (CP-corrected)
MP2 geometries in a series of basis sets and basis set extrapola-
tions varies by only 0.19 kcal/mol (3.13%). Inclusion of the
deformation energy changes the span of errors only marginally,
now being �0.22 kcal/mol (3.84%), smearing out the systema-
tic, though numerically insignificant, higher accuracy of the CP-
uncorrected MP2 geometries.
4.3. Benzene 3 3 3Water Complex. The benzene 3 3 3water

complex is a representative of the O�H 3 3 3π interactions and
is thus somewhatmore challenging to describe than the “standard”
H bond in the methanol dimer (Figure 4).
Among all of the possible degrees of freedom in this complex,

we chose the distance between the center of mass of the benzene
ring and the hydrogen atom involved in the interaction as well as
three separate angles. The intermolecular coordinate “α” is the

Table 5. Methanol Dimer�Selected Geometrical Parameters Obtained from the Unconstrained Geometry Optimization on
Various Theoretical Levels and Basis Setsa

method hybrid/basis R [Å] α [deg] β [deg] γ [deg] RMSD [Å] Eint

CC MP2(DTb)+Δc(025015) 1.8888 102.85 163.57 116.93 0.1220

MP2(TQ)+Δ(025015) 1.8876 105.09 167.20 124.79 � �5.898

MP2(DT)+Δ(D) 1.9008 103.84 163.95 118.55 0.0979

MP2(TQ)+Δ(D) 1.9003 106.99 168.10 125.79 0.0362

CP D 1.9711 105.02 156.70 76.40 0.6185

CP T 1.9233 104.57 160.59 99.08 0.3152

MP2.5 D 1.8812 102.90 153.06 108.34 0.3825

MP2(DT)+Δ(025015) 1.8890 104.01 164.23 117.66 0.1049

MP2(TQ)+Δ(025015) 1.8887 107.11 167.87 124.21 0.0357 �5.861

MP2(DT)+Δ(D) 1.8972 104.84 164.16 119.13 0.1023

MP2(TQ)+Δ(D) 1.8972 108.23 168.12 125.39 0.0608

CP D 1.9640 105.42 157.04 77.30 0.6046

MP3 D 1.8955 103.34 153.48 107.91 0.3745

MP2(DT)+Δ(025015) 1.8979 104.00 164.73 116.51 0.1025

MP2(TQ)+Δ(025015) 1.8977 107.31 169.19 122.70 0.0451 �5.828

MP2(DT)+Δ(D) 1.9144 105.65 164.88 119.46 0.0894

MP2(TQ)+Δ(D) 1.9148 109.58 169.26 125.43 0.0808

CP D 1.9744 106.01 157.22 78.59 0.5825

SCS(MI)-MP2 Q 1.8901 107.90 165.97 119.03 0.1111

CP T 1.9033 106.93 159.82 95.74 0.3756

CP Q 1.9019 108.39 165.14 111.52 0.1725 �5.814

MP2 D 1.8690 102.41 152.62 108.95 0.3888

T 1.8754 103.63 160.74 115.80 0.1971

Q 1.8773 105.38 165.23 121.06 0.0758

DT 1.8798 104.21 163.15 119.23 0.1285

TQ 1.8794 106.91 166.91 124.79 0.0506 �5.888

CP D 1.9550 104.88 156.59 77.60 0.6115

CP T 1.9183 104.94 159.05 97.37 0.3569

CP Q 1.8958 105.49 163.99 112.60 0.1492

M06-2X 6-311++G(3df,3pd) 1.9566 103.57 146.46 86.94 0.6136 �5.654

DFT-D TPSS/6-311++G(3df,3pd) 1.8834 111.72 177.37 126.70 0.1964 �5.943
a “Eint” corresponds to the CCSD(T)/CBS interaction energy calculated at the particular complex geometry. RMSD stands for the root mean square
deviation of the optimized geometry with regard to the reference geometry (i.e., RMSD of “�”). bD, T, ... stand for Dunnings cc-pVXZ basis sets. DT and TQ
stand for the (XfY)Helgaker type of basis set extrapolation. “025015” stands for the 6-31G**(0.25, 0.15)modified Pople’s basis set, where the exponent of the
most diffuse d functions on heavy (C,N,O, ...) atoms is changed from 0.8 to 0.25, and the exponent of the p function of hydrogens is changed from 1.1 to 0.15.
cFor a particular method “X”, the Δ term is defined as Δ = X � MP2.
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angle between the oxygen, the hydrogen atom involved in the
interaction, and the center of mass of the benzene ring, while γ is
the angle between the hydrogen atom involved in the interaction,
the center of mass of the benzene ring, and the hydrogen atom
(of the C�H bond), lying in the intersection of the plane of the
water molecule and the benzene ring. Unlike the previous case
studies, here we also investigate the intramolecular angle “β”
formed between the hydrogen atoms and the oxygen in water,
which was observed to vary with the method/basis set used in the
optimization.
The obtained optimized geometrical parameters along with

the CCSD(T)/CBS interaction energies are shown in Table 7.
The basis set dependence of the MP2 gradients and interac-

tion energies is analyzed in Table 8, analogously to the previous
test cases.
The CCSD(T)/CBS interaction energies calculated at the

geometries obtained with the tested methods again show only a
narrow spread of about 0.14 kcal/mol (∼4%). Comparing the
CCSD(T)/CBS interaction energies calculated at the MP2/
(TQ) geometry (Table 7) with the one obtained at the MP2/
(TQ) level (Table 8), i.e.,�3.35 vs�3.55 kcal/mol, we see that
the effect of higher-order correlation is rather small. This can also

be clearly observed in the geometrical parameters, where MP2
delivers essentially the same results as the CCSD(T) method,
with the RMSD for DT extrapolation being 0.08 vs 0.09 Å.
One particularly interesting feature of the CP-corrected

gradients of the tested methods can be clearly identified. The
angle α, describing the bending of the water molecule toward the
benzene ring, converges much faster for the CP-corrected
gradients compared to the plain ones. For instance, the values
of α for the plain MP2 gradients in the D to Q basis sets are 115,
134, and 148�, while the value for CP-corrected gradient in the D
basis set is 151�, very close to the CBS limit of about 155�.
Concerning the MP2/CBS interaction energies calculated at
these geometries (see Table 8), the geometry obtained using the
plain gradient in the D basis set appears to be almost converged.
Geometries obtained using the CP-corrected gradients, along
with all tested basis sets (and extrapolations), deliver geometries
for which theMP2/CBS interaction energy differs in hundredths
of a kilocalorie per mole.
The SCS(MI)-MP2 method does not perform better than the

MP2 method itself, judging from the RMSD values. However,
the small elongation of the benzene 3 3 3water distance caused by
the higher-order correlation, e.g., 2.441 Å on the best CCSD(T)/
CBS estimate in Table 7 vs 2.428 Å on the MP2/(TQ) level, is
reproduced at the spin-component scaled MP2 level, 2.504 vs
2.438 Å for SCS(MI)-MP2/Q vs MP2/Q. The performance of
the DFT methods is noticeably worse, but still satisfactory.
Unlike M06-2X, the TPSS-D method predicts a significantly
larger benzene 3 3 3water separation, 2.739 Å (+ 0.3 Å from the
reference), but both methods clearly underestimate the α angle
by as much as approximately 30�.
4.4. Pyrol Dimer. The largest investigated complex, for which

the analytic CCSD(T) geometry gradient is still computationally
feasible, is the pyrol dimer in a T-shape tilted conformation, see
Figure 5.
According to the known character of π�π system interaction,

the pyrol dimer clearly has the largest dispersion contribution
among the tested complexes. Due to the fact that the π�π
dispersion interaction is themost challenging one to describe, the
most diverse results for the tested methods are expected. Because
of the size of the system, only a limited set of results, in terms of
the variety and size of the basis sets, could be obtained, thus
offering only a limited space for demonstration of the general
trends. Themutual distance between the pyrol rings is monitored
by the parameter “R”, which is the distance between the hydro-
gen, bound to nitrogen, pointing toward the second pyrol ring
and the center of mass of that second pyrol ring.
The “α” and “β” angles then reflect the tendency of the rings to

fold against each other, converging to the so-called “sandwich”
structure.
To our surprise, the range of the CCSD(T)/CBS interaction

energies obtained for “the best” geometries for each test method
is again very narrow, less than 0.1 kcal/mol (∼1%; Table 9).
Concerning the similarity of the reference MP2/(DT)+

ΔCCSD(T)/025015 geometry with the ones obtained using
lower level methods, the best match is obtained using the
MP2/(DT)+ΔMP2.5/025015 hybrid gradient. MP2 and MP3
results are in full agreement with the general trend of MP2 to
overestimate the magnitude of the π�π dispersion interaction,
thus shortening the intermolecular distances, and MP3 having
the opposite effect. SCS(MI)-MP2, known for having a much
better description of this type of noncovalent interaction, also
delivers results in excellent agreement with CCSD(T), being the

Table 6. Methanol Dimer, MP2 Methoda

X Eint/X Eint/aTaQ Edef/X Edef/TQ Ebind/aTaQ//X

D �3.845 �5.836 (0.069) 0.280 1.157 �5.556 (0.222)

CP-D �4.098 �5.725 (0.180) 0.138 1.124 �5.587 (0.191)

T �5.114 �5.909 (�0.004) 0.183 0.225 �5.726 (0.052)

CP-T �5.098 �5.855 (0.050) 0.141 0.200 �5.713 (0.065)

Q �5.597 �5.910 (�0.005) 0.140 0.143 �5.770 (0.008)

CP-Q �5.587 �5.892 (0.013) 0.127 0.134 �5.765 (0.013)

DT �5.507 �5.900 (0.005) 0.151 0.186 �5.748 (0.030)

TQ �5.886 �5.905 0.127 0.127 �5.778
a Eint/X: CP-corrected interaction energy in “X” basis set and (CP-)“X”
optimized geometry. Eint/aTaQ: CP-corrected interaction energy in
aTaQ extrapolation and (CP-)“X” optimized geometry. Edef/X and Edef/
TQ: deformation energy in “X” basis set or TQ extrapolation and (CP-)-
“X” optimized geometry. Ebind/aTaQ//X: CP-corrected interaction
energy in aTaQ extrapolation and (CP-)“X” optimized geometry with
corrections for deformation of monomers calculated in “X” basis set and
the corresponding geometry. Values in parentheses represent the error
with respect to the “reference” TQ values in the corresponding column.

Figure 4. Benzene 3 3 3water: structure and the analyzed geometrical
parameters.
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second most accurate one here. The basis set convergence of the
MP2 geometries is not monotonous, leading to quite different
results for the DT and TQ extrapolations. This is further
manifested in noticeably distinct MP2.5 and MP3 results, when
used with these extrapolated MP2 gradients. However, the

Table 7. Benzene 3 3 3Water�Selected Geometrical Parameters Obtained from the Unconstrained Geometry Optimization on
Various Theoretical Levels and Basis Setsa

method hybrid/basis R [Å] α [deg] β [deg] γ [deg] RMSD [Å] Eint

CC MP2(DTb)+Δc(025015) 2.4623 138.52 102.97 102.70 0.0927

MP2(TQ)+Δ(025015) 2.4414 152.31 103.67 102.94 � �3.374

MP2.5 D 2.6960 114.48 100.57 105.95 0.1997

MP2(DT)+Δ(025015) 2.4671 139.47 103.15 103.56 0.0783

MP2(TQ)+Δ(025015) 2.4582 154.12 103.83 103.17 0.0198 �3.346

MP2(DT)+Δ(D) 2.4751 140.40 103.19 103.52 0.0706

MP2(TQ)+Δ(D) 2.4688 155.49 103.86 103.15 0.0311

CP D 2.6158 151.03 101.26 100.94 0.0703

MP3 D 2.7363 114.49 100.88 105.72 0.1945

MP2(DT)+Δ(025015) 2.5010 137.98 103.37 103.46 0.0819

MP2(TQ)+Δ(025015) 2.4887 153.33 104.04 103.12 0.0253 �3.336

MP2(DT)+Δ(D) 2.5150 140.02 103.44 103.25 0.0681

MP2(TQ)+Δ(D) 2.5110 155.66 104.09 103.03 0.0455

CP D 2.6539 149.95 101.51 101.20 0.0800

SCS(MI)-MP2 Q 2.5042 149.37 104.09 103.28 0.0225

CP T 2.5021 153.65 103.76 102.39 0.0301

CP Q 2.5152 155.92 104.23 102.93 0.0484 �3.291

MP2 D 2.6540 115.12 100.21 105.96 0.2031

T 2.4852 134.28 102.16 103.84 0.1102

Q 2.4379 148.08 103.10 103.35 0.0284

DT 2.4373 140.47 102.91 103.78 0.0777

TQ 2.4277 154.88 103.61 103.20 0.0184 �3.346

CP D 2.5860 151.18 100.94 100.93 0.0622

CP T 2.4613 154.49 102.67 101.77 0.0187

CP Q 2.4471 155.18 103.26 102.65 0.0174

M06�2X 6-311++G(3df,3pd) 2.5254 126.88 103.31 103.25 0.1538 �3.234

DFT-D TPSS/6-311++G(3df,3pd) 2.7387 124.75 102.73 104.84 0.1351 �3.361
a “Eint” corresponds to the CCSD(T)/CBS interaction energy calculated at the particular complex geometry. RMSD stands for the root mean square
deviation of the optimized geometry with regard to the reference geometry (i.e., RMSDof “�”). bD, T, ... stand forDunnings cc-pVXZ basis sets. DT andTQ
stand for the (XfY) Helgaker type of basis set extrapolation. “025015” stands for the 6-31G**(0.25, 0.15) modified Pople’s basis set, where the exponent
of the most diffuse d functions on heavy (C, N, O, ...) atoms is changed from 0.8 to 0.25 and the exponent of the p function of hydrogens is changed from
1.1 to 0.15. cFor a particular method “X”, the Δ term is defined as Δ = X � MP2.

Table 8. Benzene 3 3 3Water, MP2 Methoda

X Eint/X Eint/aTaQ Edef/X Edef/TQ Ebind/aTaQ//X

D �1.509 �3.656 (�0.107) 0.051 1.738 �3.605 (�0.078)

CP-D �2.203 �3.587 (�0.038) 0.019 1.642 �3.568 (�0.041)

T �2.735 �3.554 (�0.005) 0.036 0.150 �3.518 (0.009)

CP-T �2.906 �3.583 (�0.034) 0.019 0.118 �3.564 (�0.037)

Q �3.250 �3.564 (�0.015) 0.024 0.048 �3.539 (�0.012)

CP-Q �3.274 �3.562 (�0.013) 0.019 0.042 �3.542 (�0.015)

DT �3.220 �3.516 (0.033) 0.032 0.086 �3.484 (0.043)

TQ �3.552 �3.549 0.022 0.022 �3.527
a Eint/X: CP-corrected interaction energy in “X” basis set and (CP-)“X”
optimized geometry. Eint/aTaQ: CP-corrected interaction energy in
aTaQ extrapolation and (CP-)“X” optimized geometry. Edef/X and Edef/
TQ: deformation energy in “X” basis set or TQ extrapolation and
(CP-)“X” optimized geometry. Ebind/aTaQ//X: CP-corrected interac-
tion energy in aTaQ extrapolation and (CP-)“X” optimized geometry
with corrections for deformation of monomers calculated in “X” basis set
and the corresponding geometry. Values in parentheses represent the
error with respect to the “reference” TQ values in the corresponding
column.

Figure 5. Pyrol dimer: Structure and the Analyzed Geometrical
Parameters.
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differences are slightly buffered by the presence of higher-order
correlation.
CP-correctedMP2 gradients are superior to the plain ones in all

of the tested basis sets; however, MP2.5 and MP3 CP-corrected
results in the D basis sets are inferior to those obtained on the
computationally cheaper, hybrid MP2/(DT)+Δ/025015 level.
There are large discrepancies in the quality of the results

produced by the twoDFTmethods tested in this work.While the
TPSS+D delivers one of the most accurate results, with a RMSD

value comparable with that of MP2.5/CBS, the M06-2X method
converges to the most distinct geometry among all of the tested
methods. This method produces the largest displacement of the
pyrol rings, with deviations of more than 0.2 Å on average. The α
angle is, on the other hand, 30% smaller, resembling the
“sandwich” rather than the “T-shaped” structure.
Concerning the detailed basis set convergence of the plain-

and CP-corrected MP2 gradients and interaction energies, shown
in Table 10, it is clear that for such a large molecular system, basis
set saturation is reached much faster.
The MP2/(aTaQ) interaction energy calculated at the plain

MP2 gradient geometry in the D basis set is only 0.16 kcal/mol
different than the one obtained for themost accurateMP2/(TQ)
geometry. When the interaction energies are calculated in the
same basis sets that were used for the geometry optimization,
CP-corrected gradients are naturally more accurate. Neverthe-
less, when the CP-corrected T and extrapolated DT gradients
are compared, the latter one leads to a more accurate interac-
tion energy,�7.14 vs�7.75 kcal/mol, for a significantly lower
computational cost.

5. CONCLUSIONS

We compared the efficiency of the CP-corrected gradients
in terms of rate of convergence with respect to basis set size,
with extrapolated and hybrid gradients. Essentially, what we have
tried to do is transfer the ideas successfully used for noncova-
lent interaction energy calculations to geometry optimizations.

Table 9. Pyrol Dimer�Selected Geometrical Parameters Obtained from the Unconstrained Geometry Optimization on Various
Theoretical Levels and Basis Setsa

method hybrid/basis R [Å] α [deg] β [deg] RMSD [Å] Eint

CC MP2(DTb)+Δc(025015) 2.2554 136.30 95.07 � �6.664

MP2.5 D 2.2863 133.10 95.85 0.0329

MP2(DT)+Δ(025015) 2.2518 136.00 96.08 0.0131

MP2(TQ)+Δ(025015) 2.2823 132.64 95.93 0.0395 �6.713

CP D 2.3175 141.60 95.92 0.0985

MP3 D 2.3254 136.86 95.45 0.0476

MP2(DT)+Δ(025015) 2.2864 140.20 95.66 0.0624

MP2(TQ)+Δ(025015) 2.3080 139.38 95.56 0.0581 �6.635

CP D 2.3644 145.26 95.54 0.1552

SCS(MI)-MP2 Q 2.2800 136.32 96.69 0.0242

CP T 2.2596 137.04 96.67 0.0279

CP Q 2.2836 137.64 96.82 0.0402 �6.656

MP2 D 2.2578 129.18 96.22 0.0842

T 2.2350 130.66 96.57 0.0713

Q 2.2509 129.32 96.72 0.0858

DT 2.2270 130.63 96.55 0.0768

TQ 2.2747 125.09 96.40 0.1431 �6.672

CP D 2.2782 137.53 96.37 0.0421

CP T 2.2444 134.30 96.64 0.0237

CP Q 2.2496 131.86 96.84 0.0516

M06�2X 6-311++G(3df,3pd) 2.6979 97.64 87.94 0.5564 �6.722

DFT-D TPSS/6-311++G(3df,3pd) 2.3420 132.84 97.71 0.0391 �6.678
a “Eint” corresponds to the CCSD(T)/CBS interaction energy calculated at the particular complex geometry. RMSD stands for the root mean square
deviation of the optimized geometry with regard to the reference geometry (i.e., RMSDof “�”). bD, T, ... stand forDunnings cc-pVXZ basis sets. DT andTQ
stand for the (XfY) Helgaker type of basis set extrapolation. “025015” stands for the 6-31G**(0.25, 0.15) modified Pople’s basis set, where the exponent
of the most diffuse d functions on heavy (C, N, O, ...) atoms is changed from 0.8 to 0.25, and the exponent of the p function of hydrogens is changed from
1.1 to 0.15. cFor a particular method “X”, the Δ term is defined as Δ = X � MP2.

Table 10. Pyrol Dimer, MP2 Methoda

X Eint/X Eint/aTaQ Edef/X Edef/TQ Ebind/aTaQ//X

D �5.585 �8.174 (�0.160) 0.156 2.331 �8.018 (�0.228)

CP-D �5.854 �8.025 (�0.011) 0.114 2.237 �7.911 (�0.121)

T �7.097 �7.988 (0.026) 0.165 0.283 �7.823 (�0.033)

CP-T �7.144 �7.956 (0.058) 0.149 0.260 �7.807 (�0.017)

Q �7.591 �7.983 (0.031) 0.177 0.200 �7.807 (�0.017)

CP-Q �7.589 �7.963 (0.051) 0.161 0.183 �7.803 (�0.013)

DT �7.754 �7.919 (0.095) 0.175 0.203 �7.744 (0.046)

TQ �8.035 �8.014 0.224 0.224 �7.790
a Eint/X: CP-corrected interaction energy in “X” basis set and (CP-)“X”
optimized geometry. Eint/aTaQ: CP-corrected interaction energy in
aTaQ extrapolation and (CP-)“X” optimized geometry. Edef/X and Edef/
TQ: deformation energy in “X” basis set or TQ extrapolation and (CP-)
“X” optimized geometry. Values in parentheses represent the error with
respect to the “reference” TQ values in the corresponding column.
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Furthermore, we have also approached the problem from a
pragmatical point of view, seeking to find the level of theory
for geometry description that is needed for the subsequent
single-point interaction energy calculations (performed at the
reliable and accurate CCSD(T) level of theory).

We can generally conclude the following:
1. When the CCSD(T)/CBS (extrapolated MP2 augmented

with the higher-order correlation corrections from a
CCSD(T)) interaction energy calculated at geometries
optimized at various theoretical WFT/DFT levels is used
as a measure, only small differences are obtained (less than
5% for the tested complexes).

2. Comparing the RMSD of a complex geometry optimized
using a particular WFT/DFT method and basis set with
respect to the reference geometry, obtained at the highest
computationally feasible level (extrapolated MP2 gradient
augmented with the higher-order correlation corrections
from CCSD(T)), more pronounced differences are notice-
able. CCSD(T) geometries are most faithfully reproduced
by the MP2.5 and MP3 methods, followed by the compar-
ably well performing SCS(MI)-MP2 and MP2 methods,
finally by theworst performingDFT-DandM06-2Xmethods.

3. A detailed basis set investigation of the MP2 gradient and
interaction energies confirmed the known fact that geome-
tries converge much faster with basis set size than do
interaction energies. Geometry optimization using the cc-
pVTZ basis set delivers practically converged geometries
with respect to the CBS ones.

4. Basis set extrapolation of gradients was shown to improve
the results and can be considered as a low-cost alternative to
the use of CP-corrected gradients.

5. A hybrid scheme consisting of an MP2 gradient calculated
at a larger, “X+1”, basis set (or basis set extrapolation) and
the post-MP2 (higher-order correlation) gradient in a
smaller, “X”, basis set was shown to deliver geometries
close to those obtained using the plain post-MP2 “X+1”
gradient. Analogously to a similar hybrid scheme, which
nowadays is routinely used for the calculation of interaction
energies, such a hybrid gradient scheme can save a huge
amount of computer time, when high accuracy is desired.

’AUTHOR INFORMATION

Corresponding Author
*E-mail: jiri.cerny@img.cas.cz.

’ACKNOWLEDGMENT

This work was a part of the research project no. Z40550506 of
the Institute of Organic Chemistry and Biochemistry, Academy
of Sciences of the Czech Republic, and it was supported by Grant
Nos. LC512 and MSM6198959216 from the Ministry of Educa-
tion, Youth and Sports of the Czech Republic. The support of
Praemium Academiae, Academy of Sciences of the Czech
Republic, awarded to P.H. in 2007 is also acknowledged. This
work was also supported by the Korea Science and Engineering
Foundation (World Class Univ. program:R32-2008-000-10180-0)
and by the Slovak Grant Agency VEGA under the contract No.
1/0520/10 and the Slovak Research and Development Agency
under the contract No. APVV-0059-10. J.C. gratefully acknowl-
edges support by the Institutional Research concept No.
AV0Z50520701 of the Academy of Sciences of the Czech

Republic, and an important part of the calculations was per-
formed using the “Chinook” supercomputer at the Environmen-
tal Molecular Sciences Laboratory of the Pacific Northwest
National Laboratory.

’REFERENCES

(1) Lee, E. C.; Kim, D.; Jure�cka, P.; Tarakeshwar, P.; Hobza, P.; Kim,
K. S. J. Phys. Chem. A 2007, 111, 3446.

(2) Sinnokrot, M. O.; Sherrill, C. D. J. Phys. Chem. A 2004, 108,
10200.

(3) �Sponer, J.; Riley, K. E.; Hobza, P. Phys. Chem. Chem. Phys. 2008,
10, 2595.

(4) Riley, K. E.; Pito�n�ak, M.; Jure�cka, P.; Hobza, P. Chem. Rev. 2010,
110, 5023.

(5) Zhao, Y.; Truhlar, D. G. J. Chem. Theory Comput. 2007, 3, 289.
(6) Janesko, B. G.; Henderson, T. M.; Scuseria, G. E. J. Chem. Phys.

2009, 131, 034110.
(7) Da-bkowska, I.; Jure�cka, P.; Hobza, P. J. Comput. Chem. 2005,

122, 204322.
(8) Riley, K. E.; Pito�n�ak, M.; �Cern�y, J.; Hobza, P. J. Chem. Theory

Comput. 2010, 6, 66.
(9) �Cern�y, J.; Hobza, P. Chem. Commun. 2010, 46, 383–385.
(10) �Cern�y, J.; Hobza, P. Phys. Chem. Chem. Phys. 2005, 7, 1624–

1626.
(11) Min, S. K.; Lee, E. C.; Lee, H. M.; Kim, D. Y.; Kim, D.; Kim,

K. S. J. Comput. Chem. 2008, 29, 1208.
(12) �Cern�y, J.; Tong, X.; Hobza, P.; M€uller-Dethlefs, K. Phys. Chem.

Chem. Phys. 2008, 10, 2780.
(13) Hobza, P.; Zahradník, R. Weak Intermolecular Interactions In

Chemistry and Biology; Elsevier Scientific Pub. Co.: Amsterdam, 1980.
(14) Simon, S.; Duran, M.; Dannenberg, J. J. J. Chem. Phys. 1996,

105, 11024.
(15) Salvador, P.; Duran, M. J. Chem. Phys. 1999, 111, 4460.
(16) Hobza, P.; Havlas, Z. Theor. Chem. Acc. 1998, 99, 372.
(17) Hobza, P.; Bludsk�y, O.; Suhai, S. Phys. Chem. Chem. Phys. 1999,

1, 3073.
(18) Riley, K. E.; Hobza, P. J. Chem. Theory Comput. 2010, 6, 66.
(19) Boese, A. D.; Jansen, G.; Torheyden, M.; H€ofener, S.; Klopper,

W. Phys. Chem. Chem. Phys. 2011, 13, 1230.
(20) Janowski, T.; Pulay, P. Chem. Phys. Lett. 2007, 447, 27.
(21) Paizs, B.; Salvador, P.; Cs�asz�ar, A. G.; Duran, M.; Suhai, S.

J. Comput. Chem. 2001, 22, 196.
(22) Halkier, A.; Helgaker, T.; Jørgensen, P.; Klopper, W.; Koch, H.;

Olsen, J.; Wilson, A. K. Chem. Phys. Lett. 1998, 286, 243.
(23) Halkier, A.; Helgaker, T.; Jørgensen, P.; Klopper, W.; Olsen, J.

Chem. Phys. Lett. 1999, 302, 437.
(24) Pito�n�ak, M.; Neogr�ady, P.; �Cern�y, J.; Grimme, S.; Hobza, P.

Chem. Phys. Chem. 2009, 10, 282.
(25) Ahlrichs, R.; B€ar, M.; H€aser, M.; Horn, H.; K€olmel, C. Chem.

Phys. Lett. 1989, 162, 165–169.
(26) Lotrich, V.; Flocke, N.; Ponton, M.; Yau, A. D.; Perera, A.;

Deumens, E.; Bartlett, R. J. J. Chem. Phys. 2008, 128, 194104.
(27) DiStasio, R. A.; Head-Gordon, M. Mol. Phys. 2007, 105, 1073.
(28) Frisch, M. J. et al. Gaussian 03; Gaussian Inc.: Wallingford CT,

2003.
(29) Jure�cka, P.; �Cern�y, J.; Hobza, P.; Salahub, D. R. J. Comput.

Chem. 2007, 28, 555–569.
(30) Pito�n�ak, M.; Neogr�ady, P.; �Rez�a�c, J.; Jure�cka, P.; Urban, M.;

Hobza, P. J. Chem. Theory Comput. 2008, 4, 1829.



Published: October 14, 2011

r 2011 American Chemical Society 3935 dx.doi.org/10.1021/ct2005424 | J. Chem. Theory Comput. 2011, 7, 3935–3943

ARTICLE

pubs.acs.org/JCTC

Evaluation of the Nonlinear Optical Properties for Annulenes with
H€uckel and M€obius Topologies
Miquel Torrent-Sucarrat,*,† Josep M. Anglada,† and Josep M. Luis‡

†Departament de Química Biol�ogica i Modelitzaci�o Molecular, Institut de Química Avanc-ada de Catalunya (IQAC�CSIC),
c/Jordi Girona 18, E-08034 Barcelona, Spain
‡Institut de Química Computacional and Departament de Química, Universitat de Girona, E-17071 Girona, Catalonia, Spain

bS Supporting Information

ABSTRACT: Recently, much attention has been focused on the design and synthesis of molecules with aromatic M€obius topology.
One of the most promising applications is the manufacture of H€uckel-to-M€obius topological optical switches with high nonlinear
optical properties. In this work, we evaluate the electronic and vibrational contributions to static and dynamic nonlinear optical
properties of the CS H€uckel and C2 M€obius topologies synthesized by Herges and co-workers (Ajami, D. et al. Nature 2003, 426,
819). Calculations are performed at the HF, B3LYP, BHandHLYP, BMK, M052X, CAM-B3LYP, and MP2 levels with the
6-31+G(d) basis set. Our results conclude that the BHandHLYP,M052X, and CAM-B3LYPmethods correctly reproduce the X-ray
crystal structure and provide similar nonlinear optical properties.

1. INTRODUCTION

The stability of amolecular conformation is the result of different
interactions, e.g., steric effect, presence of a number of hydrogen
bonds, stacking interactions, and conjugation. When discussing the
overall effect of these interactions, aromaticity1 has often been a
guiding principle. This concept has been one of the most con-
troversial and debated issues in chemistry during the past two
decades.2 According to the well-know H€uckel rule, an aromatic
(hydrocarbon) compound is a cyclic planar molecular structure
stabilized by the delocalization of 4n + 2 π electrons. On the other
hand, if the planar molecule contains 4n π electrons, it is
antiaromatic. However, the 4n + 2 H€uckel rule is not always
fulfilled by the nonplanar molecules. In 1964, the seminal work
of Heilbronner3 showed that the H€uckel rule is reversed for π
chemical systems with an odd number of half-twists. Heilbron-
ner, based on H€uckel molecular orbital theory, predicts that
singlet annulenes with 4n π electrons would be aromatic
systems in twisted conformations where the p orbitals lie on
the surface of a M€obius strip, whereas singlet [4n + 2] M€obius
molecules would be antiaromatic.

The concept of M€obius aromaticity has become very popular
in the literature.4 However, the synthesis of a viable5 aromatic
M€obius system has been a challenge for 40 years. The difficulty of
this synthesis resides in the curvature of the system, resulting in a
destabilization due to the ring strain being larger than the
stabilization due to the M€obius aromaticity. In order to reduce
this ring strain, large cyclic molecules can be envisaged, although
the structures become more flexible and can flip back to the less-
strained and stable H€uckel topology.

The first experimental evidence for an aromatic M€obius
system was obtained in 1971 with a short-lived intermediate,
the charged cyclic 8 π electron [9]annulene, (C9H9)

+.6 In 1998,
Scheleyer et al.7 reported theoretical support of the aromaticity of
this species using geometric and magnetic criteria. A recent
study8 has shown that high-level coupled cluster calculations

predict that H€uckel and M€obius isomers of (C9H9)
+ are

quasidegenerate (the energy difference is only 0.04 kcal mol�1).
Although experimental results8 indicate that the H€uckel
structure is the most stable conformation since it is the uni-
que conformer detected, it was considered that the M€obius
structure could exist in small concentrations below the detec-
tion limit.

In 2003, Herges and co-workers9 synthesized the first stable
crystalline M€obius molecule combining a normal planar con-
jugated structure (with p orbitals orthogonal to the ring plane)
and a rigid prefabricated belt-shaped conjugated segment (with p
orbitals within the ring plane).9�11 The suprafacial�suprafacial
allowed [2 + 2] addition of syn-tricyclooctadiene and tetradehy-
drodianthracene followed by a thermal suprafacial�antarafacial
cycloreversion leads to the isolation of five-ring opened isomers
of bianthraquinodimethane modified [16] annulene. Two of
them have M€obius topology (C1 and C2 symmetry, structure 2),
and one of them shows a H€uckel topology (CS symmetry,
structure 1, see Figure 1). The last two of them were isolated,
but their structures could not be unequivocally elucidated. The
aromaticity of these M€obius conformations has been a controver-
sial issue, and it has been analyzed in different research groups,9,11,12

which concluded that they show a weak aromaticity.
The difficulty in synthesizeing M€obius conformers with

annulene systems arises from the small cis�trans isomerization
barriers,13 and then alternative systems have been studied. For
instance, the possibility of charged annulene anions and cations
has been screened.14 Finally, the class of molecules that has
succeeded in the creation of M€obius aromatic systems has been
the expanded porphyrins,15 macrocycles of pyrrolic subunits, and
their analogues (benziporphyrins, vacataporphyrins). The con-
formational flexibility, the number and the nature of substituents
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on the pyrrolic and meso positions, and the metalation of the
porphyrins allow them to achieve different topologies with
distinct aromaticities and electronic properties.16�18

One of the most appealing applications is the possibility of
switching betweenM€obius and H€uckel topologies, applying only
small changes in the external conditions or in the structure of the
ring. The M€obius and H€uckel molecules may have different
electronic structures and properties. Specifically, the expanded
porphyrins present a clear relationship between aromaticity, mol-
ecular geometry, and nonlinear optical properties (NLOP).19

Then, topologically switchable porphyrins open the possibility
of designing new optical switches. The key factors, which will
determine their potential use as optical switches, will be the
high values and the large differences of the NLOP between the
M€obius and H€uckel conformations.

The experimental results reported in the literature about
NLOPs of M€obius�H€uckel conformers show that they are very
promising in the potential use as optical switches, although they
only contain two-photon absorptions cross-section values. Com-
putational chemistry is a useful tool for the evaluation of different
static and dynamic NLO properties, e.g., the optical Kerr effect
(OKE), electric-field-induced second harmonic generation
(ESHG), and the intensity-dependent refractive index (IDRI).
Xu et al.20 studied the electronic dipole moment, polarizability,
and first hyperpolarizability of four knot isomers of a cyclacene
composed of 15 nitrogen-substituted benzo rings using the
BHandHLYP/6-31+G(d) level. The four knot isomers are a
H€uckel cyclacene without a knot, a M€obius cyclacene with one
knot, a H€uckel cyclacene with two knots, and aM€obius cyclacene
with three knots. The reported results show that the static
electronic first polarizability values of cyclacenes with an odd
number of knots (M€obius) can be 1 order of magnitude larger
than those with an even number of knots (H€uckel).

Using a clamped nucleus approximation,21 the polarizability
and hyperpolarizabilities can be decomposed into electronic and
vibrational contributions.22 Although neglected in the past, the
vibrational contribution to the hyperpolarizabilities can be
similar and even larger than the electronic counterpart.23�27

The choice of a theoretical approach for the evaluation of
NLOP is not an easy task. For instance, the desirable coupled
cluster methods are computationally prohibitive for theseM€obius�
H€uckel topologocial switches, and the MP2 could only used
for benchmarking purposes. Then, the only possible alternative
method is density functional theory (DFT). However, it is well-
know that an incorrect electric field dependence modeled by the
exchange functional (in the conventional DFT methods) pro-
vokes an overestimation of the hyperpolarizabilities of chain-like
molecules.28 This deficiency can be alleviated using DFT
functionals with a large fraction of Hartree�Fock (i.e., BMK,
BHandHLYP, M052X)29 or using new DFT functionals. Among
them, it is important to remark on the long-range corrected
functionals, which introduce a growing fraction of exact exchange
when the distance increases, e.g., long-range corrected functional
and the Coulomb-attenuating method (CAM).30 These methods
have become a promising tool for the evaluation of NLOP27,31�33

and chiroptical properties.34

This work has twomain goals: first, to report as far as we know
the first exhaustive evaluation of the electronic and vibrational
contributions to static and dynamic NLOP for a system with
H€uckel and M€obius topologies and, second, to search for a DFT
level of theory capable of providing semiquantitative accuracy
of the NLOP with a π-conjugated H€uckel�M€obius switch.
We have chosen the CS H€uckel (structure 1, see Figure 2) and
C2 M€obius (structure 2) topologies of bianthraquinodime-
thane modified [16] annulene synthesized by Herges and co-
workers.9,11 The moderate number of atoms of these systems
allows a systematic study using different theoretical approaches.

2. COMPUTATIONAL METHODS

The evaluation of the electronic contribution to the dipole
moment (μe), linear polarizability (αe), first hyperpolarizability
(βe), and second hyperpolarizability (γe) were performed at
the HF, B3LYP,35 BHandHLYP,36 BMK,37 M052X,38 CAM-
B3LYP,39 and MP240 levels with the 6-31+G(d)41 basis set using
the Gaussian 09 program package.42 All of the NLOPs have been

Figure 1. CAM-B3LYP/6-31+G(d) optimized geometries of CS H€uckel and C2 M€obius topologies of bianthraquinodimethane modified [16]
annulene. The hydrogen atoms have been omitted for clarity.
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evaluated in the gas phase.43 μe, αe, and βe were analytically
evaluated for all of the methodologies, except for the MP2 level,
the level at which only μe was obtained analytically due to
computational limitations. All remaining high-order properties
(i.e., γe for HF and DFTmethods and αe, βe, and γe for the MP2
level) were obtained by finite field differentiation of the highest-
order analytical electronic contribution available. The numerical
differentiation was carried out for field strengths of (0.0002,
(0.0004, (0.0008, and (0.0016 au. The smallest field magni-
tude that produced a stable derivative was selected using a
Romberg method triangle.44 The symmetry restrictions have
not been considered in the optimization process, and the
structures of 1 and 2 at B3LYP/6-31G(d) obtained by Ajami
et al.11 have been used as the initial geometries of the optimiza-
tion process. The average (hyper)polarizabilities are defined by
following equations:22

R ¼ 1
3 ∑
i¼ x, y, z

αii ð1Þ

β ¼ 1
5jμ̅j ∑i¼ x, y, z

μiðβijj þ βjij þ βjjiÞ ð2Þ

and

γ̅ ¼ 1
15 ∑

i, j¼ x, y, z
γiijj þ γijij þ γijji ð3Þ

The vibrational (hyper)polarizabilities can be computed using
the pioneer perturbation treatment of Bishop and Kirtman45 or
the variational approach based on analytical response theory,
proposed by Christiansen et al.46 One approach intertwined with
the BK method is the nuclear relaxation approach, whose
derivation of vibrational NLOP formulas is based on determining
the change equilibrium geometry induced by a static external
field.47,48 Even though there is an exact correspondence between
the BK perturbation treatment and the nuclear relaxation ap-
proach, the latter has spawned valuable new concepts and related
computational procedures. From the viewpoint of the nuclear

relaxation (NR) procedure, it is natural to divide the total vibra-
tional (hyper)polarizability into nuclear relaxation (Pnr) and cur-
vature (Pc) contributions. Pnr and Pc arise from the change in the
electronic and zero-point vibrational averaging corrections caused
by the field-induced relaxation of the equilibrium geometry, respec-
tively. The Pc is usually smaller and far more computationally
expensive than Pnr,24,26 and it is not computed here.

Under the infinite optical frequency (IOF) approximation,
which corresponds to the limit ω f ∞, the expression for the
dynamic Pnr can be obtained using the nuclear relaxation approach.
Tests of the IOF approximation have shown that it yields satisfac-
tory results.49,50 The bottleneck in calculating Pnr from analytical
expressions is the number and the computational cost of the nth-
order derivatives with respect to normal modes.48 Their number is
on the order of (3N� 6)n, withN being the number of atoms. This
problem can be circumvented by using the finite field nuclear
relaxations approach or by introducing a set of static field-induced
vibrational coordinates (FICs), which are just the displacement
coordinates derived from the change in the equilibrium geometry
induced by a static applied field.50�52 The FICs radically reduce the
number of nth-order derivatives to be evaluated. For instance, for
the nuclear relaxation contribution to Pockels effect, the analytical
expressions containing sums over 3N� 6 normal coordinates can
be reduced to formulas that involve only three FICs.

The analytical definitions of the first (χ1
α) and harmonic second-

order (χ2,har
αβ ) FICs are basedon the expansionof thefield-dependent

displacement of the field-free normal coordinate (Qi
F) induced by a

uniform static electric field as a power series in the field (Fα). The
expressions of χ1

α and χ2,har
αβ are given by52 nuclear coordinates

χα1 ¼ ∑
3N � 6

i¼ 1

∂QF
i

∂Fα
Qi ð4Þ

and

χαβ2, har ¼ ∑
3N � 6

i¼ 1

∂
2QF

i

∂Fα∂Fβ

 !
har

Qi ð5Þ

Figure 2. Representation of CS H€uckel and C2 M€obius topologies of bianthraquinodimethane modified [16] annulene. The labels are the bond
distances displayed in the Tables 1 and 2.
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Only one first order FIC is required to calculate each dia-
gonal component of αnr (0; 0), βnr (0;0,0), βnr (ω;ω,0)ωf∞
(IOF approximation NR Pockels β), and γnr (�2ω;ω,ω,0)ωf∞
(IOF approximation NR field induced second harmonic (FISH) γ)
tensors. Also, one unique FIC, but now the harmonic second
order FIC, is necessary to calculate each diagonal component of
γnr (�ω;ω,�ω,ω)ωf∞ (IOF approximation NR intensity-
dependent refractive index (IDRI) γ). Using only two FICs, a
first order and a harmonic second order FIC, one can also
obtain each diagonal component of γnr (�ω;ω, 0,0)ωf∞ (IOF
approximationNRKerr effect γ). The calculation of γnr (0;0,0,0)
requires second order FICs instead of harmonic second order
FICs. The calculation of second order FICs is very expensive, and
the static NR second hyperpolarizabilities have not been calcu-
lated here. The Supporting Information contains the plots and
analysis of the no-mass-weighted orthonormal FICs of the
H€uckel and M€obius conformations evaluated at the CAM-
B3LYP/6-31+G(d) level.

3. RESULTS AND DISCUSSION

Tables 1 and 2 show some selected bond lengths of theH€uckel
(structure 1) and M€obius (structure 2) topologies, respectively,
using the 6-31+G(d) basis set and seven different levels of theory.
The C�C bond lengths determined from X-ray crystallography
are only reported for the M€obius structure.9 Tables 1 and 2
also contain the bond length alternation (BLA, the average dif-
ference between simple and double bond lengths) along the
[16]annulene circuit of 1 and 2 structures. In both topologies,
there are three possible [16]annulene paths. The BLA differences
between the three paths are very small, less than 0.01 Å. Finally,
Table 2 also includes the standard deviation of the distances
(SDD), which is defined as

SDD ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑
N

i¼ 1

ðdi � di, expÞ2
N � 1

s
ð6Þ

Table 1. Selected Geometrical Parameters of the Bianthraquinodimethane Modified [16]Annulene with H€uckel Topology
Calculated Using the 6-31+G(d) Basis Set and Seven Different Levels of Theory (All Quantities in Ångstroms)

distancesa HF B3LYP BHandHLYP BMK M052X CAM-B3LYP MP2

d1 1.341 1.366 1.350 1.365 1.355 1.354 1.372

d2 1.502 1.496 1.490 1.502 1.492 1.494 1.481

d3 1.402 1.417 1.404 1.418 1.408 1.408 1.416

d4 1.491 1.485 1.480 1.492 1.482 1.484 1.475

d5 1.334 1.359 1.343 1.358 1.349 1.347 1.368

d6 1.471 1.456 1.455 1.466 1.459 1.460 1.448

d7 1.329 1.351 1.336 1.350 1.343 1.341 1.358

d8 1.490 1.485 1.480 1.494 1.485 1.483 1.482

d9 1.326 1.345 1.332 1.346 1.338 1.337 1.352

d10 1.494 1.487 1.482 1.494 1.485 1.487 1.480

d11 1.405 1.420 1.407 1.422 1.412 1.411 1.420

d12 1.502 1.496 1.490 1.501 1.491 1.494 1.480

BLA 0.139 0.110 0.120 0.118 0.118 0.120 0.096
a For the numbering of the distances, see Figure 2.

Table 2. Selected Geometrical Parameters of the Bianthraquinodimethane Modified [16]Annulene with the M€obius Topology
Calculated Using the 6-31+G(d) Basis Set and Seven Different Levels of Theory (All Quantities in Ångstroms)

distancesa HF B3LYP BHandHLYP BMK M052X CAM-B3LYP MP2 exptlb

d1 1.338 1.363 1.347 1.362 1.353 1.352 1.373 1.353

d2 1.497 1.491 1.485 1.496 1.486 1.489 1.475 1.488

d3 1.400 1.416 1.402 1.417 1.406 1.407 1.415 1.411

d4 1.494 1.486 1.482 1.493 1.483 1.486 1.474 1.485

d5 1.336 1.364 1.346 1.362 1.353 1.351 1.373 1.355

d6 1.462 1.445 1.446 1.456 1.450 1.450 1.436 1.449

d7 1.334 1.362 1.344 1.360 1.351 1.349 1.370 1.350

d8 1.475 1.458 1.459 1.469 1.463 1.463 1.454 1.452

d9 1.336 1.364 1.346 1.362 1.354 1.351 1.374 1.332

d10 1.493 1.486 1.481 1.493 1.484 1.485 1.475 1.485

d11 1.407 1.421 1.408 1.423 1.413 1.412 1.422 1.412

d12 1.503 1.497 1.491 1.503 1.493 1.495 1.483 1.489

BLA 0.130 0.094 0.108 0.103 0.105 0.107 0.077 0.104

SDD 0.014 0.012 0.007 0.014 0.008 0.007 0.018
a For the numbering of the distances, see Figure 2. bThe experimental distances are obtained from the X-ray crystal structure, see ref 9.
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where di and di,exp are the calculated and experimental bond dis-
tances, respectively, and N is the number of bond lengths consi-
dered (N = 12). From the BLA and SDD values, one can easily
see that a better geometrical description of the [16]annulene path is
obtained with the BHandHLYP, M052X, and CAM-B3LYPmeth-
odologies than using HF, B3LYP, BMK, and MP2 treatments.

Moreover, Tables 1 and 2 show that HF is the method that
predicts the shortest double bonds and the longest single bonds
along the [16]annulene circuit, i.e., the largest BLA value. On the
other hand, MP2 is the method that predicts the longest double
bonds and the shortest single bonds, i.e., the smallest BLA value.
The bond distances calculated from the B3LYP and BMK
approaches are larger than the experimental ones. It is worth
noting that the BHandHLYP and CAM-B3LYP methods show
the smallest values of SDD, although BHandHLYP predicts a
slightly large BLA. Finally, the M052X treatment obtains the
closest BLA distance to the experimental value.

According to the results displayed in Table 2, one can
conclude that M052X, BHandHLYP, and CAM-B3LYP levels
of theory provide an accurate reproduction of the X-ray crystal
structure of the bianthraquinodimethane modified [16]annulene
with M€obius topology.

Tables 3 and 4 contain the electronic contribution to α, β, and
γ for the structures 1 and 2, respectively, using the 6-31+G(d)

basis set and seven different levels of theory. For each property,
the diagonal components and the average values, see eqs 1�3,
are reported. As one can easily see, the first hyperpolarizabilities
of these two conformations are quite small, and no relevant
conclusions can be obtained. In addition, the terms of the dipole
moment, which have not been reported in the Tables 3 and 4, are
also negligible (it is important to remember that conformations 1
and 2 showCS andC2 symmetry, respectively, and some diagonal
terms are null by symmetry). Then, in the following paragraphs
our analysis will focus onα and γ values. The evaluation of γ̅e has
not been reported at the MP2 level due to computational
limitations; i.e., γ̅e requires terms like γiijj

e , see eq 3, which are
not easy to evaluate from the finite field differentiation of μe.

In Tables 3 and 4, one can notice the electronic correlation
results essential for the correct evaluation of the NLOP. For
instance, the MP2 and CAM-B3LYP methodologies increase γe

values around 100% and 60% with respect to the HF level
(around 10% for αe values). The MP2 results show larger αe and
γe values than HF, BHandHLYP, BMK, M052X, and CAM-
B3LYP methods and smaller values than B3LYP. Although in the
literature it has been reported that MP2 treatment often yields a
significant fraction of the electron correlation contribution of the
NLOP,25,26 it has also been shown that the MP2 approach over-
estimates bymore than a factor of 2 with respect to CCSD(T) for

Table 3. Electronic Polarizabilities and First and Second Hyperpolarizabilities of the Bianthraquinodimethane Modified [16]
Annulene withH€uckel TopologyCalculatedUsing the 6-31+G(d) Basis Set and SevenDifferent Levels of Theory (All Quantities in
Atomic Units)a

properties HF B3LYP BHandHLYP BMK M052X CAM-B3LYP MP2

αxx
e (0;0) 3.68 � 102 3.90 � 102 3.71 � 102 3.75 � 102 3.65 � 102 3.74 � 102 3.58 � 102

αyy
e (0;0) 4.23 � 102 4.74 � 102 4.41 � 102 4.57 � 102 4.44 � 102 4.47 � 102 4.54 � 102

αzz
e (0;0) 4.00 � 102 4.45 � 102 4.18 � 102 4.34 � 102 4.23 � 102 4.24 � 102 4.30 � 102

Re(0;0) 3.97 � 102 4.36 � 102 4.10 � 102 4.22 � 102 4.10 � 102 4.15 � 102 4.14 � 102

βyyy
e (0;0,0) 9.13 � 101 2.52 � 102 1.57 � 102 1.41 � 102 1.07 � 102 1.39 � 102 1.69 � 102

βzzz
e (0;0,0) 4.90 � 101 1.80 � 102 1.07 � 102 9.22 � 101 6.90 � 101 8.97 � 101 1.08 � 102

β̅e(0;0,0) �9.71 � 101 �2.75 � 102 �1.78 � 102 �1.88 � 102 �1.46 � 102 �1.67 � 102 �2.16 � 102

γxxxx
e (0;0,0,0) 7.59 � 104 1.82 � 105 1.15 � 105 1.38 � 105 1.18 � 105 1.20 � 105 1.53 � 105

γyyyy
e (0;0,0,0) 1.36 � 105 3.08 � 105 2.10 � 105 2.22 � 105 2.11 � 105 2.17 � 105 2.76 � 105

γzzzz
e (0;0,0,0) 9.00 � 104 2.09 � 105 1.38 � 105 1.39 � 105 1.38 � 105 1.43 � 105 1.74 � 105

γ̅e(0;0,0,0) 3.38 � 104 7.81 � 104 5.14 � 104 5.44 � 104 5.13 � 104 5.35 � 104

a βxxx
e (0;0,0) is null by symmetry.

Table 4. Electronic Polarizabilities and First and Second Hyperpolarizabilities of the Bianthraquinodimethane Modified [16]
Annulene with the M€obius Topology Calculated Using the 6-31+G(d) Basis Set and Seven Different Levels of Theory (All
Quantities in Atomic Units)a

properties HF B3LYP BHandHLYP BMK M052X CAM-B3LYP MP2

αxx
e (0;0) 3.89 � 102 4.52 � 102 4.18 � 102 4.43 � 102 4.32 � 102 4.26 � 102 4.52 � 102

αyy
e (0;0) 4.39 � 102 4.93 � 102 4.58 � 102 4.73 � 102 4.60 � 102 4.63 � 102 4.62 � 102

αzz
e (0;0) 3.71 � 102 3.91 � 102 3.69 � 102 3.70 � 102 3.54 � 102 3.72 � 102 3.49 � 102

Re(0;0) 4.00 � 102 4.45 � 102 4.15 � 102 4.29 � 102 4.15 � 102 4.20 � 102 4.21 � 102

βyyy
e (0;0,0) �8.25 � 101 �2.75 � 102 �1.92 � 102 �2.61 � 102 �2.50 � 102 �2.22 � 102 �5.31 � 102

β̅e(0;0,0) 9.26 � 101 3.40 � 102 2.21 � 102 �3.37 � 102 �2.71 � 102 2.41 � 102 �5.13 � 102

γxxxx
e (0;0,0,0) 9.15 � 104 2.27 � 105 1.43 � 105 1.45 � 105 1.38 � 105 1.48 � 105 1.75 � 105

γyyyy
e (0;0,0,0) 9.57 � 104 2.45 � 105 1.62 � 105 1.66 � 105 1.68 � 105 1.75 � 105 2.67 � 105

γzzzz
e (0;0,0,0) 9.59 � 104 2.23 � 105 1.40 � 105 1.37 � 105 1.31 � 105 1.42 � 105 1.65 � 105

γ̅e(0;0,0,0) 3.88 � 104 1.00 � 105 6.27 � 104 6.95 � 104 6.77 � 104 6.57 � 104

a βxxx
e (0;0,0) and βzzz

e (0;0,0) are null by symmetry.



3940 dx.doi.org/10.1021/ct2005424 |J. Chem. Theory Comput. 2011, 7, 3935–3943

Journal of Chemical Theory and Computation ARTICLE

polybutatriene chains.53 In the previous paragraphs, we have
shown that MP2 methodology predicts a M€obius geometry with
the largest SDD value (0.018 Å) with respect to the X-ray crystal
structure. Then, one can conclude that for these systems theMP2
level cannot be considered as a reference model for the evalua-
tion of the NLOP.

Among the seven methods used in this work, the HF and
B3LYP methods present the smallest and largest, respectively,
values of αe and γe. The overestimation of the second hyperpo-
larizabilities using the B3LYP approach is expected due to the
incorrect electric field dependence modeled by the conventional
exchange functional treatments.28 On the other hand, the four
remaining DFTmethods used in this work (BHandHLYP, BMK,
M052X, and CAM-B3LYP) show intermediate values of αe and
γe between HF and B3LYP levels. It is worth noting that αe and

γe values obtained with these four DFT treatments are very
similar; i.e., the differences between them are always smaller than
20%. It is important to remember that BHandHLYP, M052X,
and CAM-B3LYP levels correctly reproduce the X-ray crystal
structure of bianthraquinodimethane modified [16]annulene
with M€obius topology. To validate the NLOP results obtained
using these four DFT methodologies, it would be necessary to
evaluate them using coupled cluster methods results, although
they are computationally prohibitive for 1 and 2 structures.
Nevertheless, several works32,33 have shown that DFT func-
tionals with a large fraction of Hartree�Fock and DFT long-
range functionals remove the overestimation of polarizabilities
and hyperpolarizabilities by standardDFT.Moreover, it has been
found that CAM-B3LYP results are very similar to the desirable
coupled cluster methods.33 We conclude that the results of this

Table 5. Nuclear Relaxation Polarizabilities and First Hyperpolarizabilities of the Bianthraquinodimethane Modified [16]
Annulene with theH€uckel andM€obius Topologies Calculated atHF andCAM-B3LYP Levels of TheoryUsing the 6-31+G(d) Basis
Set (All Quantities in Atomic Units)a

HF CAM-B3LYP

H€uckel M€obius H€uckel M€obius

αxx
nr(0;0) 2.70 � 101 1.68 � 101 3.19 � 101 1.20 � 101

αyy
nr(0;0) 1.34 � 101 9.92 � 100 1.31 � 101 9.30 � 100

αzz
nr(0;0) 1.01 � 101 1.69 � 101 1.08 � 101 2.18 � 101

Rnr(0;0) 1.69 � 101 1.46 � 101 1.86 � 101 1.44 � 101

βyyy
nr (0;0,0) �1.30 � 102 �2.63 � 102 �2.10 � 102 �2.55 � 102

βzzz
nr (0;0,0) �4.04 � 102 �5.51 � 102

β̅nr(0;0,0) 3.48 � 102 5.83 � 102 1.92 � 103 7.45 � 102

βyyy
nr (�ω;ω,0)ωf∞ �6.96 � 101 �8.16 � 101 �9.06 � 101 �8.38 � 101

βzzz
nr (�ω;ω,0)ωf∞ �1.63 � 102 �2.13 � 102

β̅nr(�ω;ω,0)ωf∞ 1.24 � 102 2.07 � 102 6.11 � 102 2.62 � 102

a βxxx
nr (0;0,0) and βxxx

nr (�ω;ω,0)ωf∞ are null by symmetry, and βzzz
nr (0;0,0) and βzzz

nr (�ω;ω,0)ωf∞ are also null by summetry, but only at the M€obius
conformation.

Table 6. Nuclear Relaxation Second Hyperpolarizabilities of the Bianthraquinodimethane Modified [16] Annulene with the
H€uckel and M€obius Topologies Calculated at HF and CAM-B3LYP Levels of Theory Using the 6-31+G(d) Basis Set (All
Quantities in Atomic Units)

HF CAM-B3LYP

H€uckel M€obius H€uckel M€obius

γxxxx
nr (�ω;ω,0,0)ωf∞ 1.00 � 105 3.48 � 104 1.74 � 105 4.05 � 104

γyyyy
nr (�ω;ω,0,0)ωf∞ 5.58 � 104 8.11 � 104 6.69 � 104 1.08 � 105

γzzzz
nr (�ω;ω,0,0)ωf∞ 4.46 � 104 3.07 � 104 6.23 � 104 6.45 � 104

γ̅nr(�ω;ω, 0,0)ωf∞
a,b 1.16 � 105 1.06 � 105 6.07 � 105 1.44 � 105

γxxxx
nr (�2ω;ω,ω,0)ωf∞ 3.92 � 103 1.86 � 103 4.93 � 103 1.38 � 103

γyyyy
nr (�2ω;ω,ω,0)ωf∞ 2.11 � 103 6.67 � 102 1.56 � 103 3.44 � 102

γzzzz
nr (�2ω;ω,ω,0)ωf∞ 1.68 � 103 2.02 � 103 1.75 � 103 2.98 � 103

γ̅nr(�2ω;ω,ω,0)ωf∞ 2.73 � 103 2.04 � 103 2.48 � 103 2.02 � 103

γxxxx
nr (�ω;ω,�ω,ω)ωf∞ 1.75 � 105 6.29 � 104 2.41 � 105 7.89 � 104

γyyyy
nr (�ω;ω,�ω,ω)ωf∞ 9.94 � 104 1.61 � 105 1.22 � 105 2.19 � 105

γzzzz
nr (�ω;ω,�ω,ω)ωf∞ 8.39 � 104 5.52 � 104 1.19 � 105 1.20 � 105

γ̅nr(�ω;ω,�ω,ω)ωf∞
a 2.17 � 105 1.21 � 105 5.49 � 105 1.68 � 105

aThe [α2] terms were calculated using 3N� 6 normal modes instead of the six first (χ1
α) and harmonic second-order (χ2,har

αα ) FICs in order to obtain the
correct value for the nondiagonal elements of the hyperpolarizability tensor (see Table 1 of ref 52 for more details). bThe nondiagonal elements of the
[μ2α] term are approximate. The exact calculation of such elements requires using either second-order χ2,har

xy , χ2,har
xz , and χ2,har

yz FICs or the 3N� 6 normal
coordinates (see Table 1 of ref 52 for more details).
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work are encouraging to the evaluation of the NLOP for larger
H€uckel�M€obius switches, because it seems that BHandHLYP,
M052X, and CAM-B3LYP methods can provide semiquantita-
tive accuracy with a reasonable computational cost.

The diagonal components of α and γ for the M€obius and
H€uckel topologies are quite similar. Only the y direction (more
or less the direction that goes through the [16]annulene circuit)
shows slightly higher values than x and z directions; e.g., in
the H€uckel conformation, γyyyy

e (0;0,0,0) is between 35 and
45% larger than γxxxx

e (0;0,0,0) and γzzzz
e (0;0,0,0) for the

seven different levels of theory, see Table 3. Moreover, it is
worth noting that the Re and γ̅e values for the H€uckel and
M€obius conformations are also very similar between them. The
maximum difference is obtained at the M052X level with a
γ̅e(0;0,0,0)H€uckel/γ̅

e(0;0,0,0)M€obius ratio of 0.76. This conclu-
sion shows a direct link with the controversial issue about the
aromaticity character of these systems. Our calculations agree
well with previous results9,11,12 that 1 and 2 structures present
similar electronic and magnetic properties.

In Tables 5 and 6 are reported the static and dynamic nuclear
relaxation polarizabilities and first and second hyperpolarizabil-
itites for structures 1 and 2. Our analysis has been focused on
only two methodologies (HF and CAM-B3LYP), because the
evaluation of the vibrational contribution to NLOP implies an
important computational effort (each conformation requires 13
frequency calculations). These two treatments have been se-
lected to check the differences between the HF level and a
theoretical approach that correctly describes the geometry and
the electronic contribution to NLOP. The CAM-B3LYPmethod
was chosen, although as we have seen in previous paragraphs
M052X and BHandHLYP could also have been good choices. In
a similar way to the electronic contribution, CAM-B3LYP
treatment gives important augmentations for γ̅nr with respect
to the values obtained at the HF level, e.g., γ̅nr(�ω;ω,0,0)ωf∞
and γ̅nr(�ω;ω,�ω,ω)ωf∞ at the H€uckel conformation in-
crease around 400% and 150%, respectively.

In contrast to Tables 3 and 4, important differences are found
between the diagonal components of nuclear relaxationα and γ for
H€uckel and M€obius topologies. For instance, at the CAM-B3LYP
level in the M€obius conformation, αzz

nr(0;0) is 1.8 and 2.3 times
larger than αxx

nr(0;0) and αyy
nr(0;0), respectively (see Table 5),

and γyyyy
nr (�ω;ω,0,0)ωf∞ is 2.7 and 1.7 times larger than in the

x and z directions, respectively (see Table 6). In analogy to
the electronic contribution, Rnr and γ̅nr values for the H€uckel
and M€obius conformations are quite similar between them
using the HF treatment; i.e., the maximum difference is the ratio
γ̅nr(�2ω;ω,ω,0)H€uckel/γ̅

nr(�2ω;ω,ω,0)M€obius with a value of
1.8. However, CAM-B3LYP results show two important excep-
tions of this tendency, the average IOF approximation NR Kerr
and IDRI effects, which present ratios of 4.2 and 3.3, respectively.

Last but not least, we analyze the relevance of the vibrational
contribution to NLOP with respect to the electronic con-
tribution. According to Tables 3�6, it is clear that Rnr(0;0)
and γ̅nr(�2ω;ω,ω,0)ωf∞ corrections are not negligible, though
they are less than 10% of the corresponding static elec-
tronic properties. Moreover, γ̅nr(�ω;ω,0,0)ωf∞ and γ̅nr

(�ω;ω,�ω,ω)ωf∞ are either larger than or comparable in
size to γ̅e(0;0,0,0). For instance, the IOF approximation of
NR IDRI averages of structures 1 and 2 evaluated at the
CAM-B3LYP level are 10.2 and 2.6, respectively, larger than the
electronic contribution. Then, one can conclude that an accurate
evaluation of NLOP for annulenes with H€uckel and M€obius

topologies requires the study of the vibrational contribution. In
addition, the sum of the electronic and vibrational contributions
(γ̅ = γ̅e + γ̅vib) shows that the structures 1 and 2 present high
values of NLOP, i.e., values around 5 � 105.

4. SUMMARY AND CONCLUSIONS

We have investigated the electronic and vibrational contribu-
tions to static and dynamic NLOP of the bianthraquinodi-
methane modified [16]annulene with CS H€uckel (structure 1)
and C2 M€obius (structure 2) topologies synthesized by Herges
and co-workers. The calculations were performed at the HF,
B3LYP, BHandHLYP, BMK, M052X, CAM-B3LYP, and MP2
levels with the 6-31+G(d) basis set. No analogous treatments of
NLOP for these systems have been carried out as far as we know.
The results of this work lead us to the following conclusions:
a. Among the seven treatments considered in this work, the

BHandHLYP, M052X, and CAM-B3LYP levels correctly
reproduce the X-ray crystal structure of the annulene with
M€obius topology. On the contrary, the HF, MP2, and
B3LYP methods predict structural conformations, which
show important divergences with respect to the experi-
mental results.

b. In the study of the electronic contribution to NLOP, it has
been found that BHandHLYP, M052X, and CAM-B3LYP
methods provide similar results. On the other hand, HF
(MP2 and B3LYP) underestimates (overestimate) the
NLOP. In the literature, it has been reported that CAM-
B3LYP agrees with CCSD(T). Then, we conclude that
BHandHLYP, M052X, and CAM-B3LYP can provide
semiquantitative results with a reasonable computational
cost for the evaluation of NLOP with H€uckel�M€obius
switches.

c. R and γ̅ values for H€uckel and M€obius conformations are
similar. Our results for the NLOP agree with literature
results that both H€uckel andM€obius structures have similar
electronic and magnetic properties.

d. The vibrational contribution to static and dynamic NLOP
for M€obius�H€uckel systems can be either larger or com-
parable in size than the electronic contribution, and it must
to be considered for an accurate evaluation of the NLOP.

The experience obtained in this work will be very useful for the
photophysical characterization of new topologically switchable
porphyrins with high NLOPs (see refs 15�18), which show a
clear relationship between aromaticity, molecular geometry, and
NLOP. The key factors, which will determine their potential as
optical switches, will be the high values and the large differences
of NLOP between theM€obius andH€uckel conformations. These
systems present a considerable number of atoms (around 150
atoms), and therefore, the choice of an adequate methodology
for the electronic and vibrational contributions is essential for the
correct prediction of the NLOP. Additional work on the evalua-
tion of new topologically switchable porphyrins (A,D-di-p-benzi-
[28]hexaphyrin(1.1.1.1.1.1)16 and meso-aryl-substituted [28]
hexaphyrins(1.1.1.1.1.1)18) with high NLOP is in progress in
our laboratory.
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ABSTRACT: We present a comparative assessment of the accuracy of two different approaches for evaluating dispersion
interactions: interatomic pairwise corrections and semiempirical meta-generalized-gradient-approximation (meta-GGA)-based
functionals. This is achieved by employing conventional (semi)local and (screened-)hybrid functionals, as well as semiempirical
hybrid and nonhybrid meta-GGA functionals of the M06 family, with and without interatomic pairwise Tkatchenko�Scheffler
corrections. All of those are tested against the benchmark S22 set of weakly bound systems, a representative larger molecular
complex (dimer of NiPc molecules), and a representative dispersively bound solid (hexagonal boron nitride). For the S22 database,
we also compare our results with those obtained from the pairwise correction of Grimme (DFT-D3) and nonlocal
Langreth�Lundqvist functionals (vdW-DF1 and vdW-DF2). We find that the semiempirical kinetic-energy-density dependence
introduced in the M06 functionals mimics some of the nonlocal correlation needed to describe dispersion. However, long-range
contributions are still missing. Pair-wise interatomic corrections, applied to conventional semilocal or hybrid functionals, or to M06
functionals, provide for a satisfactory level of accuracy irrespectively of the underlying functional. Specifically, screened-hybrid
functionals such as the Heyd�Scuseria�Ernzerhof (HSE) approach reduce self-interaction errors in systems possessing both
localized and delocalized orbitals and can be applied to both finite and extended systems. Therefore, they serve as a useful underlying
functional for dispersion corrections.

1. INTRODUCTION

Dispersive interactions are essential to understanding many
important phenomena in chemistry, biology, and materials
science. Such interactions possess a significant attractive compo-
nent due to instantaneous dipoles and higher-order multipoles.
They typically dominate in regions where there is little or no
overlap of electron densities, i.e., at medium to long range, as
compared to the short-range covalent and ionic bonds.1 There is
presently great interest in treating dispersive interactions cor-
rectly within density-functional theory (DFT), which has be-
come the method of choice for electronic-structure calculations
across an unusually wide variety of fields, from organic chemistry
to solid-state physics.2,3 In principle, DFT is an exact theory, and
the exact functional must also include an accurate treatment of
dispersive interactions. In practice, from a DFT perspective, dis-
persive interactions are a long-range correlation phenomenon
that is very difficult to account for accurately. Indeed, determin-
ing appropriate long-range correlation expressions without up-
setting the delicate balance between exchange and correlation
contributions is a highly nontrivial task,4�15 often associated with
a considerable computational cost. Therefore, distinctly different
strategies for circumventing the explicit evaluation of long-range
correlation have emerged.

One popular strategy for describing both strong and disper-
sive chemical interactions is to augment conventional functionals
with pairwise addition of C6/R

6 correction terms to the inter-
nuclear energy expression.16�25 These terms are smoothly cut off
in the short range, where they are not relevant, but explicitly
enforce the desired long-range asymptotic behavior. A different
strategy is to use semilocal or hybrid functionals that contain a
large number of free parameters in the functional form. These
parameters are semiempirically fit using diverse data sets that
include data pertinent not only to thermochemistry but also
to noncovalent interactions, kinetics, and more. In this way,
many deficiencies of traditional semilocal and hybrid func-
tionals, including the treatment of dispersion, can be mini-
mized. This philosophy is best exemplified by the M06 suite of
functionals26,27—a “family” of four (possibly) hybrid meta-
GGA functionals (i.e., functionals that also depend explicitly
on the kinetic-energy density28). TheM06 functionals differ in
the fraction of exact exchange used—zero (M06-L, a semilocal
functional), a fraction similar to that of standard hybrid
functionals (M06), a fraction twice as large (M06�2X), and
one (M06-HF).

Received: August 11, 2011
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Both strategies have been put to extensive use in the past few
years for accurate structural predictions of various properties of
dispersively bound systems (see, e.g., refs 29�50). Given the
significant differences between them, it is important to assess the
level of accuracy that can be expected from both. Here, we do so
by comparing systematically the performance of both methods
on prototypical small, large, and extended dispersively bound
systems. In particular, we examine selected conventional semi-
local and hybrid functionals, as well as representative semi-
empirical hybrid and nonhybrid meta-generalized-gradient-
approximation (meta-GGA) functionals. All of these functionals
are used both with and without C6/R

6 correction terms, allowing
a direct identification of the important role played by long-range
interactions.

2. METHODOLOGY

We have selected the following representatives of important
classes of functionals for our comparison. These include (i) the
earliest practical approximate density functional—the local-
density approximation (LDA);51�53 (ii) the nonempirical gen-
eralized gradient approximation (GGA) functional of Perdew,
Burke, and Ernzerhof (PBE);54,55 (iii) two conventional hybrid
functionals—the nonempirical PBE0 functional, where 25% of
exact exchange is admixed with the semilocal exchange,56�58 and
the semiempirical B3LYP functional,59,60 where 20% of exact
exchange are admixed, together with further semiempirical modi-
fications of semilocal exchange and correlation; (iv) the screened
hybrid functional of Heyd, Scuseria, and Ernzerhof (HSE),61,62

where only short-range exact-exchange is admixed, with the aid of
an empirical range-separation parameter, such that it approaches
PBE0 in the short-range and PBE in the long-range; (v) the two
most commonly used representatives of the M06 semiempirical
functionals—the meta-GGA M06-L functional and the hybrid
meta-GGAM06 functional;26,27 and (vi) the nonempirical meta-
GGA functional of Tao, Perdew, Staroverov, and Scuseria
(TPSS).63 LDA, PBE, B3LYP/PBE0, and HSE were chosen
because they are, respectively, local, semilocal, conventional hybrid,
and short-range hybrid functionals whose construction did not
involve explicit consideration of dispersive interactions. M06 and
M06-L were chosen to represent, respectively, hybrid and nonhy-
brid flavors of semiempirical functionals constructed with dispersive
interactions in mind. Finally, the nonempirical TPSS meta-GGA
functional was additionally employed in some comparisons in order
to assess the importance of empiricism in the M06 meta-GGA-
based constructs.

All functionals except LDA were considered both with and
without pairwise corrections. (We exclude the LDA dispersion
correction as LDA exhibits short-range overbinding,64 and Karton
et al. have shown that if one insists on fitting C6 coefficients
against the S22 set anyway, unphysical negative values are ob-
tained.65) Here, we used the pairwise correction scheme suggested
by Tkatchenko and Scheffler (TS-vdW).25 As in other such
schemes,16�24 in the TS-vdW approach, the dispersion cor-
rection energy, Edisp, added to the internuclear energy term, is given
by

Edisp ¼ � ∑
j > i

fdampðRij,R
0
ijÞC6ijR

�6
ij ð1Þ

where C6ij is the dispersion coefficient for the ij pair of atoms,
Rij is the interatomic distance, Rij

0 is the sum of equilibrium vdW
radii for the pair, and fdamp is a damping function. The latter is

chosen in the form of a Fermi�Dirac function:

fdampðRij,R
0
ijÞ ¼ 1 þ exp � d

Rij

sRR0
ij
� 1

 ! !" #�1

ð2Þ

where d determines the “steepness” of the damping and sR
determines the range of damping—the larger sR is, the larger the
range of interaction for which dispersion is already well-handled by
the underlying exchange-correlation functional. Distinctly from
previous pairwise corrections schemes, in the TS-vdW
scheme, the parameters C6ij[n(r)] and Rij

0[n(r)] are functionals
of the electron density n(r), as they take into account the relative
volume of each atom inside the system, based on Hirshfeld66

partitioning. Importantly, the range parameter sR is the only one
that needs to be determined empirically. This is achieved by
fitting sR for each underlying functional, once and for all, to the
S22 data set of Jure�cka et al.67 This set contains binding energies
of 22 different weakly bound systems, calculated using the
coupled cluster method with single, double, and triple excitations,
where triple excitations are treated perturbatively [CCSD(T)],
with a numerical accuracy close to the basis set limit. Here, the
basis-set extrapolated CCSD(T) values, reported recently by
Sherrill et al.,68 were used.

The TS-vdW correction has been implemented in FHI-
aims,69,70 an all-electron electronic structure code which employs
efficient numerical atom-centered orbitals (NAO) as a basis set.
In this work, the tier2 NAO basis set has been employed
throughout. This basis set yields results that are similar in accu-
racy to those of the aug-cc-pVQZ Gaussian basis set for the
S22 database25 and has been explicitly tested for convergence by
selected comparisons with computations using the higher level,
tier3 NAO basis set.

The M06 suite of functionals was implemented into the FHI-
aims code in a postprocessing fashion. The exchange-correlation
energy with the M06 functional of choice is calculated using all
quantities (density, density gradient, and kinetic energy density)
derived from the self-consistent PBE orbitals. This approach was
validated against the self-consistent M06 implementation, found
in the Gaussian code (G09),71 for the S22 set. Binding energies
computed with the two approaches generally exhibited differ-
ences that were smaller than 4 meV (the largest difference is of
8 meV for a total binding energy of ∼780 meV). Correction for
basis-set superposition errors (BSSE) resulted in differences on
the same order of magnitude. The typical total energy deviation
betweenG09 and FHI-aims is 0.01Hartee (0.005%). Additionally,
G09 was used with triple- and quadruple-ζ quality basis sets for
geometry optimizations of the h-BN sheet with all functionals
and of the NiPcmonomer with the hybrid functionals andM06L.

3. RESULTS AND DISCUSSION

An important figure of merit for the performance of the
different functionals tested here is their performance on the
benchmark S22 set. As a first step, the range parameter, sR (see
eq 2), was determined using the S22 set based on the recently
reported basis-set extrapolated coupled-cluster data of Sherril
et al.,68 which exhibit a mean absolute relative error of∼2% with
respect to the Jure�cka et al. data.67 The sR values obtained from
this procedure are compiled in Table 1. Themean absolute errors
obtained from all functionals, with and without pairwise correc-
tions, are shown in Figure 1a.
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Several conclusions can be immediately drawn from Figure 1a:
First, LDA does remarkably well for the dispersively bound
systems. However, as we demonstrate further below, this simply
reflects its short-range overbinding nature,64 which provides for

error cancellation with the missing electron correlation. At the
same time, LDA does very poorly for the hydrogen-bonded
systems in the S22 set, and so its overall performance is un-
satisfactory. For the three PBE-based functionals—PBE, PBE0

Table 1. Range Parameters of the TS-vdW Correction for Different Functionals and the Mean Absolute Errors in meV with and
without the TS-vdW Correction with Respect to CCSD(T) Reference Values68 for the Binding Energies of the S22 Data Set (Also
Shown Graphically in Figure 1)

MAE without the TS-vdW correction MAE with the TS-vdW correction

functional sR H-bond vdW mixed total H-bond vdW mixed total

LDA N/A 219 16 42 89 N/A N/A N/A N/A

PBE 0.94 53 208 87 118 16 14 7 12

PBEh 0.96 41 191 78 107 22 10 7 13

HSE 0.96 36 185 76 103 31 12 7 17

B3LYP 0.84 89 266 125 165 11 12 6 10

TPSS 0.86 87 250 118 156 14 7 7 9

M06L 1.27 22 27 38 29 15 19 13 16

M06 1.16 52 70 52 59 27 14 14 18

Figure 1. (a)Mean absolute errors of different functionals with and without the TS-vdW correction with respect to CCSD(T) reference values68 for the
binding energies of the S22 data set. For each of the TS-vdW corrected results, the calculations employed the empirical parameter sR reported in Table 1,
which was optimized on the basis of the S22 set. All of the “+vdW” results were obtained with the per functional optimal sR parameter reported in Table 1.
(b)Mean absolute errors of two of the TS-vdW corrected functionals, compared to themean absolute errors of the same two functionals corrected by the
D3 Grimme pairwise scheme and to the mean absolute errors of both variants of the Langreth�Lundqvist “DF-vdW” approach.
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(conventional hybrid), and HSE (short-range hybrid)—the
opposite picture emerges. All three functionals do quite poorly
for the dispersively bound systems. However, they do signifi-
cantly better than LDA (though still do not offer chemical
accuracy) for the hydrogen-bonded systems, due to a better
description of the polarization. Furthermore, the transition from
PBE to PBE0 or to HSE offers some improvement of accuracy,
but this improvement is too small to be of any practical signi-
ficance. As for the semiempirical hybrid, B3LYP, it too does
better than LDA for hydrogen-bonded systems and worse
than LDA for dispersion. However, its performance in either
category is markedly worse than that of the nonempirical PBE0
functional. Likely, this is a consequence of the absence of weakly
bound systems from the training set used to optimize the B3LYP
functional.

Clearly, the empirically parametrized meta-GGA-based func-
tionals offer a significant improvement. M06 markedly improves
dispersion energies while performing similarly to the PBE-based
functionals for hydrogen-bonding. M06-L offers a further and
considerable reduction of mean errors for both kinds of weak
bonding, resulting in an overall better accuracy than all func-
tionals surveyed so far. Thus, the M06 functionals do indeed
capture more of the correlation relevant for weak, nonlocal
interactions than that captured by the standard semilocal and
hybrid functionals. This agrees well with previous reports of their
success in describing weakly bound systems.43�50 Furthermore,
comparison of the M06-L results with those of the nonempirical
TPSS meta-GGA demonstrate unequivocally that the M06
approach owes its success to the empirical construction rather
than to the meta-GGA construct. In fact, the TPSS results are
markedly worse than those ofM06-L and are surprisingly close to
those of B3LYP, despite the considerable differences between
these two functionals.

Despite this significant advance, Figure 1a shows that there is
room for even further improvement. In fact, all seven pairwise-
corrected functionals offer a further ∼50% reduction in mean
absolute overall error over M06-L, mostly due to improved accu-
racy for the dispersive and mixed binding complexes. This shows
unequivocally that while the use of empirical meta-GGA expres-
sions does mimic successfully some of the missing long-range
correlation (likely by incorporation of “middle-ranged” corre-
lation), its functional form is still limited and notably is not
asymptotically correct. Therefore, it still benefits from pairwise
interatomic corrections.

The same trends are also reflected in the range parameter sR of
Table 1. The smaller this parameter is, the smaller the damping of
pairwise-correction is (see eq 2). In other words, a smaller value
implies a “deeper” pairwise correction. Accordingly, B3LYP and
TPSS, which do most poorly for dispersion, need the largest
pairwise correction and indeed have the smallest sR. Next, PBE,
PBE0, andHSE have a larger, and very similar, sR. This is because,
as discussed above, their handling of dispersion is similar. Finally,
M06 exhibits a markedly larger sR, and M06-L, which does best
for dispersion, has the largest sR. This reaffirms the above
“ranking” of functional performance and provides a complemen-
tary perspective on its reasons. But perhaps more importantly,
it shows that the single semiempirical parameter sR is sufficient
for making sure that dispersive corrections are added without
“double counting” of electron correlation. Consequently, a
similar degree of accuracy is achieved for any reasonable under-
lying exchange-correlation functional. Importantly, we note
that the TS-vdW correction has a negligible effect for covalent

bonds—on average, it changes the atomization energies of small
organic molecules in the G2 data set by only ∼0.1 kcal/mol.

At this point, one may wonder whether the significant
improvement in accuracy for the S22 set, obtained by applying
TS-vdW corrections (especially with respect to theM06 family of
functionals), does not merely reflect the fact that the TS-vdW
range parameter, sR, was fit against the same data set. To exclude
that, we have performed additional calculations with PBE and
M06, with and without TS-vdW corrections, for the larger and
more diverse, recently suggested S66 set.72 We find that without
TS-vdW corrections, the mean average error (in meV) is 96 with
PBE and a significantly smaller 43 with M06. After application of
the TS-vdW correction, the errors are further reduced for both
functionals and become very close to each other: 19 and 21 for
the PBE- and M06-based dispersion-corrected calculations, res-
pectively. These numbers follow the same trends observed in
Figure 1 and are quantitatively close to those reported in Table 1
for the smaller S22 set. This firmly establishes that the above
conclusions remain valid outside the original training set used for
determining the TS-vdW range parameter.

Before considering systems beyond standard benchmark sets,
it is instructive to compare these benchmark data to results
obtained using two other highly popular methods for considering
dispersive interactions within DFT. The first is the most recent
pairwise correction suggested by Grimme and co-workers (DFT-
D3).21 The second method we compare our results to is the
Langreth�Lundqvist “vdW-DF” approach, in both its original
(vdW-DF1)9 and recently revised (vdW-DF2)10 forms. This
approach differs from those discussed so far by explicitly intro-
ducing a nonlocal correlation expression, which is combined
with local correlation to get the total correlation expression. In
Figure 1b, we compare the mean absolute errors for the S22 set,
obtained from the PBE and PBE0 functionals with both DFT-D3
and TS-vdW pairwise corrections, as well as from the vdW-DF1
and vdW-DF2 approaches.12,21 For this set, the TS-vdW
approach used with PBE and PBE0 functionals is, on average,
twice as accurate as the DFT-D3, vdW-DF1, and vdW-DF2
approaches. Several comments are, however, in order. First, in
the DFT-D3 approach, empirical parameters were obtained on
the basis of a rich training set including, but not limited to,
the S22 set. Possibly, optimization based on the S22 set alone
may have led to somewhat improved performance for this set
(although, as shown above, the accuracy of the TS-vdW approach
extends beyond the S22 set). Furthermore, the DFT-D3 ap-
proach tends to perform better with Becke-type exchange (as in,
e.g., the BLYP or B3LYP functionals).21 Here, however, we pre-
fer to focus on PBE-related functionals because we are interested
in minimal empiricism. Third, the introduction of a damping
function in a vdW-DF-like approach11 can lead to accuracy that is
substantially better than both vdW-DF1 and vdW-DF2 methods
for the S22 set,73 at the expense of adding more empiricism.74�76

Despite these caveats, the comparison of Figure 1b is important,
because (1) it involves some of the most commonly used alter-
nate methods for incorporating dispersion interactions, in their
original form, and (2) it focuses on functionals that have been
applied with similar accuracy in both molecular and solid-state
systems.

We now return to the comparison of TS-vdW to the M06
family. In order to examine whether the observationsmade above
for the S22 set, against which the pairwise corrections were
explicitly fit, hold for systems outside the set, we consider two
prototypical dispersively bound systems: a molecular complex,
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the Ni�phthalocyanine (NiPc) dimer, and a layered solid, hexa-
gonal boron nitride (hBN). These systems were chosen because
both the TS-vdW method and the M06 family29,30,46 were
previously shown to yield highly satisfactory predictions for
the geometry of these systems, making a direct comparison of
energetics intriguing.

Binding energy curves obtained with all of the above func-
tionals for the NiPc dimer, as a function of the intermonomer
distance, are shown in Figure 2. The monomer geometry was
reoptimized with each functional. For hBN, the hybrid func-
tionals B3LYP, PBE0, and M06 (with or without pairwise
corrections) were not considered due to the computational
difficulties associated with employing them in a periodic system.
Binding energy curves obtained with all remaining functionals, as
a function of the interlayer distance (without further intralayer
relaxation), are shown in Figure 3. The geometry of the hBN
sheet was reoptimized with each functional. The equilibrium
distances obtained from these binding curves are summarized in
Table 2.

The different binding curves of Figures 2 and 3 can be roughly
divided into three distinct groups. In the first group are the
standard functionals PBE, PBE0, HSE, and B3LYP, which predict
no binding at all (B3LYP) or very little binding with unrealisti-
cally small binding energy and unrealistically large interunit dis-
tance. In the second group, one findsM06 andM06-L, and in the

third group, one finds all pairwise-corrected functionals. For both
of these groups, Table 2 shows that satisfying agreement with
experimental results is found for the geometry, in agreement with
previous studies. These two groups differ by roughly a factor of 2,
however, in their estimate of the binding energy. Interestingly,
the LDA results are much closer to theM06(-L) ones than to the
TS-vdW ones. However, the underestimated equilibrium dis-
tances (Table 2) and, for hBN, the clear further underestimate of
the binding energy show conclusively that LDA is not a suitable
functional for investigations of diespersively bound systems,
despite its reasonable performance for the dispersively bound
systems in the S22 set.

In the absence of experimental binding energy data, which
group of results should we trust? For the S22 set, we found that
the M06(-L) predictions are always an underestimate of the
coupled cluster binding energy. In contrast, pairwise-corrected
calculations sometimes overestimate and sometimes underesti-
mate the coupled cluster result, with a much smaller mean ab-
solute error. In light of this, as well as the fact that the missing
long-range contributions must gain in significance as the system
size grows, we expect that the M06 curves systematically under-
estimate the true binding energies. Nevertheless, onemay equally
well expect that the TS-vdW approach can overestimate the true
binding energy, especially for the solid state system. This is
because the TS-vdW approach used here lacks a proper descrip-
tion for the screening of the pairwise interaction by the dielectric
medium.77�80 Nevertheless, owing to its overall better per-
formance, we expect that the true binding energy is closer
to the TS-vdW results than to the M06 result. Thus, we again
conclude that even if one chooses to use the M06(-L) approach,
further pairwise corrections are still desired. That said, if TS-vdW
corrections are utilized, onemay reach the same level of accuracy,
by employing the TS-vdW corrections in conjunction with a
conventional semilocal or hybrid functional.

At this point, some notes on the “ladder” of the incorporation
of long-range correlation are in order. First, consider that for a
uniform electron gas the LDA functional, as well as the PBE and

Figure 2. Binding energy curves of the NiPc dimer obtained with
different functionals with and without the TS-vdW correction.

Figure 3. Binding energy curves of bulk hBN with respect to a single
hBN sheet, obtained with different functionals with and without the TS-
vdW correction.

Table 2. Equilibrium Distances of the NiPc Dimer and Bulk
hBN Obtained with Different Functionals with and without
the TS-vdW Correction, Compared to Experimental Resultsa

equilibrium distance [Å]

functional NiPc hBN

PBE 4.2 4.17

PBEh 4.1 N/A

HSE 4 4.2

M06 3.30 N/A

M06L 3.29 3.30

LDA 3.21 3.25

PBE+vdW 3.4 3.33

PBEh+vdW 3.4 N/A

HSE+vdW 3.4 3.3

M06+vdW 3.29 N/A

M06L+vdW 3.29 3.25

experiment 3.2494 3.3395

aNote that the values given here for the NiPc dimer were not obtained
from full geometry optimization of the dimer but rather from varying the
intermolecular distance with the monomer geometry fixed. Complete
relaxation improves agreement with experiment30al results.
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PBE0 functionals, which reduce to LDA in this limit, are exact.
Therefore, they must describe all relevant physical phenomena,
including dispersion.19 However, for a nonuniform system, the
absence of a nonlocal correlation term inherently does not allow
for the instantaneous motion of electrons in one part of the
system to be correlated with that in another part. Hence, the
ability to describe dispersive interactions by (semi)-local func-
tionals is lost in the transition from a uniform system to a
nonuniform one. Conventional hybrid functionals are not ex-
pected to help in this respect, because it is long-range correlation,
rather than exchange, that governs these weak interactions. This
immediately explains why PBE, PBE0, and HSE, all of which are
based on PBE correlation, are not fundamentally different from
each other for describing dispersive interactions in general and
for the S22 set in particular. B3LYP fares even worse owing
to parametrization not being oriented toward weakly bound
systems.

Meta-GGA functionals are often referred to as semilocal, but
here it is important to notice that meta-GGA functionals may
contain a kinetic energy density term is semilocally dependent
on the Kohn�Sham orbitals rather than on the density.28,81

Generally, a functional that is semilocal in the orbitals need not
be semilocal in the density, as the link between orbitals and
density is established by solving the Kohn�Sham equations for
the orbital-dependent functional. It is this link which allows the
introduction of density-dependent nonlocality, and in this sense
the meta-GGA approach is not semilocal.28 The success of M06
and M06-L can then be viewed as the “maximization” of the
extent of nonlocal correlation that can be established in this way,
via empirical construction (as demonstrated above by its com-
parison to the nonempirical TPSS meta-GGA for the S22 set).
However, nonlocal correlation expressed through the kinetic
energy still requires some orbital overlap,46 and ergo it too decays
too rapidly. This explains why even though the M06 family was
explicitly constructed to consider dispersion, it too still lacks true
long-range correlation and still gains from interatomic correla-
tion corrections, as shown above and in refs 30 and 65.

Finally, we have previously shown that a significant advantage
of the TS-vdW scheme is that the difficult problem of obtaining
a description of both geometry and electronic structure can be
generally overcome by decoupling the two issues.30 One can
choose a functional that is appropriate for the electronic structure
but does not necessarily include a good description of dispersive
interactions and augment it with first-principles corrections for
the leading terms of the dispersion interaction using the TS-vdW
approach. Figures 1�3 show that the degree to which the binding
energy is well-described is quite weakly dependent on the func-
tional underlying the interatomic corrections. This is important,
because it is by now well-established that the electronic structure
obtained from hybrid functionals (including bothHSE andM06)
is superior to that obtained from semilocal ones (includingM06-L)
whenever localized and delocalized orbitals need to be described
on the same footing (see, e.g., refs 30, 82�92). The present
results indicate that, especially for extended systems, TS-vdW-
correctedHSE calculations then emerge as the current method of
choice for obtaining a good description of both electronic struc-
ture and dispersion interactions. This is because, on the one
hand, the short-range exchange is sufficient for mitigating the
self-interaction errors associated with orbital localization and, on
the other hand, the elimination of the long-range exchange keeps
the computational cost reasonably low. Finally, we note that
further progress is possible. As mentioned above, the herewith

discussed dispersion-correction approaches, including TS-vdW,
lack a full microscopic description of dielectric screening and
nonadditive many-body vdW energy contributions for large
molecules and solids. The description of these two effects is
the subject of ongoing research.93

4. CONCLUSIONS

In conclusion, we have presented a comprehensive evaluation
of the performance of representative (semi)local, (screened-)
hybrid, and semiempirical meta-GGA functionals, with and
without interatomic pairwise TS-vdW corrections, for the dis-
presively bound S22 set, a dimer of NiPc molecules, and the
layered solid hexagonal boron nitride. Clear and distinct trends
are identified in all cases. LDA can mimic van der Waals attrac-
tion, though its equilibrium predictions can be “right for the
wrong reason”, a fact easily exposed when considering the full
binding energy curve. Conventional semilocal functionals de-
scribe dispersive attraction very poorly. Conventional or short-
range hybrids based on these semilocal functionals perform
almost exactly the same way, as they do not improve the treat-
ment of long-range correlation. More nonlocal correlation is
introduced via semiempirical kinetic-energy-density depen-
dence, as in the M06 functionals, but some long-range contribu-
tions are still missing. Pair-wise interatomic corrections improve
binding energies throughout, even when applied to M06 calcula-
tions, but the same level of accuracy (which, for the S22 set
exceeds both the DFT-D3 and the vdW-DF methods) can be
reached by applying these corrections to conventional semilocal
or hybrid functionals. The correlation trends across the different
functionals are fully mirrored by the range at which the dispersive
corrections are dampened. Finally, pairwise-corrected func-
tionals generally allow for separate optimization of the electronic
structure problem and the dispersive interaction problem. Spe-
cifically, vdW-corrected HSE calculations emerge as a computa-
tionally tractable means for assessing dispersively bound solids
possessing both localized and delocalized orbitals.
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ABSTRACT: The performance in describing hydration free energies of a broad class of neutral, cationic, and anionic solutes is
tested for the recently proposed FESR (Field-Extremum Short-Range) implicit solvation model for interactions between the solute
and nearby water molecules, as taken in conjunction with the previously developed SS(V)PE (Surface and Simulation of Volume
Polarization for Electrostatics) dielectric continuum model for long-range interactions with bulk water. The empirical FESR model
mainly describes solute�water hydrogen bonding interactions by correlating them with the maximum and minimum values of the
electric field produced by the solute at the surface of the cavity that excludes solvent. A preliminary report showed that, with only four
adjustable parameters, the FESR model, in conjunction with SS(V)PE, can produce hydration energies comparable to the best
analogous efforts in the literature that utilized many more parameters. Here, the performance of the FESR model is more fully
documented in several respects. The dependence on the underlying quantum mechanical method used to treat the internal
electronic structure of the solute is tested by comparing uncorrelated Hartree�Fock to correlated density functional calculations
and by comparing a modest sized to a large basis set. The influence of cavity size is studied in connection with an isodensity contour
construction of the cavity. The sensitivity of the results to the parameters in the FESR model is considered, and it is found that the
dependence on the electric field strength is quite nonlinear, with an optimum exponent consistently in the range of 3 to 4. Overall, it
is concluded that the FESR model shows considerable utility for improving the accuracy of implicit models of aqueous solvation.

’ INTRODUCTION

In the gas phase, it is now possible to accurately calculate
properties and chemical reactions in many molecular systems
using high level quantum mechanical (QM) methods. However,
in condensed phases the environment impacts most chemical
features so that such calculations in solution are still challenging
and generally require a compromise between the theoretical re-
liability of an approach and its practical usefulness. Consequently, a
wide variety of approaches has been developed to treat the effects
of solvation. Direct attacks that explicitly treat many solvent
molecules are capable of high accuracy but are computationally
expensive. They remain expensive even if the solvent molecules
are treated very approximately, as with molecular mechanical
methods, due both to the necessity of including many solvent
molecules to properly incorporate the long-range electrostatic
solute�solvent interactions and to the need to carry out ex-
tensive statistical averaging over thermal motions in the solvent.
Therefore, considerable interest remains in the development and
improvement of highly simplified models that implicitly incor-
porate the most important influences of solvent on a solute.
Several excellent reviews1�3 are available that comprehensively
discuss implicit solvation models.

One particularly important property is the free energy of
solvation, which governs solubility, thermodynamic stability,
pKa, redox potential, and many other chemical attributes of a
solute. For polar solutes in polar solvents, the long-range elec-
trostatic interactions between solvent and solute dominate the
solvation energy, so it is first necessary to have as good a de-
scription of these interactions as possible. For this purpose, most
implicit solvation approaches use a classical dielectric continuum

treatment based either on Poisson’s equation4 or on a general-
ized Born approach5 to describe the statistically averaged re-
sponse of bulk solvent.

Even with an accurate accounting of the long-range electro-
static interactions between solute and solvent, there generally
remain significant short-range interactions that should be treated
separately.6�21 These short-range interactions are usually phe-
nomenologically divided into nonelectrostatic dispersion and
exchange-repulsion energies and also the differences between the
short-range electrostatic interactions that actually occur with
nearby solvent molecules from those that are described by the
dielectric continuum model. Additional short-range interactions
such as cavitation work, charge transfer effects, three-body interac-
tions, and nonlinear solvent response are also sometimes explicitly
distinguished.1�3 Hydrogen bonding, while technically mostly
arising from a combination of the aformentioned effects with
perhaps also contributions from partial covalent character,22�30

is sufficiently unique that it is often considered a separate interaction.
In a preliminary report,31 we have described a very promising

simple model having only a handful of parameters that implicitly
describe some of the most important short-range effects of
aqueous solvation. Used in conjunction with a modern dielectric
continuum model of the long-range electrostatic effects, it pro-
vides quite reasonable hydration energies for a large collection of
neutral and ionic solutes. In the present work, we further document
this newmodel to show how it performs under different conditions
of the calculation.

Received: August 16, 2011
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Our preliminary report introduced the empirical FESR (Field
Extremum Short-Range) model31 that was argued to mainly
describe hydrogen-bonding effects on hydration energies. Earlier
studies32�34 had indicated that the strength of a hydrogen bond
depends on the electric field in its vicinity. In line with this, the
FESR method basically searches the electric field produced by
the solute at the cavity surface to find the hottest spots where
hydrogen bonds can be expected to occur. Thus, an anion should
accept a hydrogen bond from water at the position of minimum
(i.e., most negative) outgoing normal electric field on the surface,
while a cation formed by protonation of a neutral should donate a
hydrogen bond to water at the position of maximum outgoing
normal electric field on the surface. Neutral solutes should show
similar although probably diminished effects. Furthermore, the
strength of these hydrogen bonds should be related to the mag-
nitude of the field at those positions. These ideas are illustrated in
Figure 1.

The FESR model quantifies these ideas and provides a simple
means with few parameters to describe short-range contributions
to hydration energies. Together with a modest-level QM treat-
ment of the solute and dielectric continuum treatment of long-
range electrostatic contributions, the FESR model with only four
adjustable parameters showed31 mean unsigned errors (MUE)
from experiment of only 0.9 kcal/mol for 264 neutral solutes and
2.4 kcal/mol for 111 ionic solutes, which are comparable to the
best analogous previous efforts in the literature with SM6 and
SMVLE models that utilize many more parameters.21

The simplicity and accuracy of the FESR model makes it
attractive for practical calculations, but the empirical nature of the
approach demands proofs of its general reliability. In the present
contribution, we explore the performance of the FESR model in
several respects, including the influence of electron correlation
and basis set size in the QM method used to obtain the internal
electronic structure of the solute, the dependence on the size of
the solute cavity, and the sensitivity to the adjustable parameters.
Our development of this empirical model should also provide
guidance into how a more fundamental implicit model of short-
range solvation effects may be developed in future work.

’METHOD AND COMPUTATIONAL DETAILS

Experimental Comparison. Testing the accuracy of the
parametrization of any semiempirical model requires a pool of
available experimental data. In the present research, experimental

hydration free energies were taken from theMinnesota Solvation
Database, version 2009,35 that has been collected and kindly
provided as an open source database by the Minnesota group.
The standard state assumed there and here corresponds to the
Ben-Naim convention36 of identical concentrations in gas and in
solution. Ionic hydration free energies are based on the Tissan-
dier et al.37 value of �265.9 kcal/mol for the proton hydration
free energy. The database developers estimate uncertainties in
the experimental data to be about 0.2 kcal/mol for neutrals and
about 3 kcal/mol for ions.35

This database also includes optimized gas-phase geometries
for all solutes. We adopted these geometries in our work as
unchanged upon solvation. In principle, solvation energies will be
affected by changes in geometry and zero-point vibration energy
upon passing to the condensed phase,38 but the solutes in this
collection are not expected to undergo significant structural changes
in solution. Therefore, it is believed that inclusion of such changes
would not significantly affect our results at the level of accuracy
being considered. Allowing the solutes to relax their geometries
and change their vibrational frequencies in solution would
presumably tend to further increase the accuracy of the results,
although at the expense of sacrificing much of the simplicity of
the approach.
This Minnesota Solvation Database contains 274 neutrals, 52

cations, and 60 anions, overall making 386 aqueous solutes.
However, only 372 of them, including 261 neutrals, 51 cations,
and 60 anions, were successfully treated by the single-center
integration scheme used in our dielectric continuum program,
which fails for severely nonspherical solutes. It should be noted
that this is not a shortcoming of the model being presented but
rather is only a limitation of the particular surface integration
scheme implemented in the current version of the computer code
that was utilized. The calculations failed either at the smallest cavity
size or at one of the QM levels considered for 13 neutrals and one
cation. Several of the solutes were successfully treated only after
shifting the cavity surface integration center from the default
origin at the center of nuclear charge to some other point. The
full list of failed solutes and of those with a reset center of surface
integration can be found for each computational case in Tables
S1 and S2 of the Supporting Information. Note that our earlier
report31 that used only one QM method and cavity size success-
fully treated three more neutrals for a total of 375 solutes. While
the extent of the database used influences the empirical fitting of
parameters, no significant differences exist between the results
from there and here.
Quantum Mechanical Methods. Several combinations of

QM methods were used to treat the internal electronic structure
of the solute.
The effects of electron correlation in the solute were investi-

gated by comparing uncorrelated Hartree�Fock (HF) ab initio
methods with correlated B3LYP39�41 density functional methods.
The influence of the basis set was considered by comparing the

modest-sized 6-31+G*42�44 basis with the rather bigger G3large45

basis set. The former is double-ζ in the valence space and also has
polarization and diffuse functions on all atoms but hydrogen. The
latter is of triple-ζ quality in the valence space, has multiple
polarization functions on all atoms, has diffuse functions on all
atoms, and is fortunately available for all of the atoms included in
the database. We remark that additional diffuse functions are not
deemed necessary, in part because it has been found that ap-
plication of a dielectric continuum tends tomake anions smaller.46,47

In this connection, we note that application of a dielectric

Figure 1. Acetamide molecule, colored according to the outgoing
normal electric field F it generates on its F0 = 0.001 au isodensity
surface. The hottest red spot above the carbonyl oxygen is the position of
Fmin, where acetamide is likely to accept a hydrogen bond from a solvent
water molecule. The hottest blue spot below one of the amide hydrogens
is the position of Fmax, where acetamide is likely to donate a hydrogen
bond to a solvent water molecule.
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continuum also tends to make cations larger,47,48 both of these
trends being counterintuitive.
Dielectric ContinuumCalculations.Long-range electrostatic

contributions to the hydration free energy were calculated by
means of the SS(V)PE (Surface and Simulation of Volume
Polarization for Electrostatics) dielectric continuum model.49,50

This model pays particular attention to approximating the
volume polarization arising from the long-range electrostatic
effects of solute charge density that penetrates outside the cavity
nominally enclosing it, the effects of which are treated more
exactly in the SVPE (Surface and Volume Polarization for
Electrostatics) model.51�55 If implemented with the same cavity,
the SS(V)PE method becomes equivalent56,57 to the modified
version of the IEF-PCMmethod that is often currently used.58,59

To link a QM treatment of the solute with a classical dielectric
continuum model of solvent, it is important to choose a proper
physical boundary between the solute and the solvent, i.e., the
cavity which excludes solvent. Unlike many other implementa-
tions that use atom-centered spheres to define the solute cavity,
we prefer to use a cavity based on an electronic isodensity
contour of the solute. This has the advantage of being naturally
adapted to the solute shape and of requiring only a single
parameter needed to determine the overall cavity size. For this
work, we examined three different cavity sizes, corresponding to
solute electronic isodensity contours of F0 = 0.0005, 0.001, and
0.002 au, whichwere found to be reasonable in previous studies.60,61

Surface integrations over the cavity were carried out by single-
center Lebedev quadrature with 1202 grid points. The water
dielectric constant was set to 78.36.
Short-Range Contributions. After determination of ΔGSS-

(V)PE for the dielectric continuum contributions to hydration free
energies, an additional correction term for short-range contribu-
tions is calculated by means of the FESR method.31

ΔGexptl ≈ΔGSSðVÞPE þ ΔGFESR ð1Þ
Here,ΔGFESR is an empirically parametrized term depending on
the minimum and maximum values of the outgoing normal
electric field produced by the solute anywhere on the cavity surface.

ΔGFESR ¼ a þ bjFminjd þ cFdmax ð2Þ
The value of Fmin is taken as the lower of zero or the most negative
value of the outgoing normal electric field, and Fmax is the higher of
zero or the most positive value of the outgoing normal electric field.
The empirical parameters a, b, c, and d are adjusted to minimize the
least-squares deviation from experimental values. Their values are
reported here to yield free energy in kilocalories per mole when the
electric fields are expressed in atomic units. Unless specified other-
wise, equal weight is given to all solutes in the training set. In some
particular cases, we also tested a fitting strategy that utilized different
weights according to the estimated experimental error for each
solute.
As with many other treatments of short-range effects,62�64 the

approach of eq 2 only includes the short-range interactions as a
sum of independently calculated additive contributions to the
solvation energy. Ideally, the short-range interactions should be
allowed to polarize the electronic structure of the solute by including
them as potential energy terms in the solute Hamiltonian,65�67 in a
manner similar to the way the long-range dielectric effects are
usually included. One of our eventual goals is to adapt the FESR
approach to produce such a potential energy term in the solute
Hamiltonian in order to treat the influence of short-range

solute�solvent interactions in a self-consistent reaction field
framework.
The fitting of parameters in the FESR model was done for all

12 combinations from each of the three cavity sizes with F0 =
0.0005, 0.001, and 0.002 au contours together with each of the
four QM levels corresponding to HF/6-31+G*, B3LYP/6-31
+G*, HF/G3large, and B3LYP/G3large.
All of the computations were made using a locally modified

version of the GAMESS software.68

’RESULTS AND DISCUSSION

General Remarks. For the most part, results will be discussed
only for broad groups, such as the class of all solutes taken
together or for the individual subclasses of neutrals, cations, and
anions. For reference purposes, Tables S3�S6 of the Supporting
Information give full details of the electric field extrema on the
cavity surface,ΔGSS(V)PE,ΔGFESR, and the related errors for each
individual solute from the various combinations of computa-
tional methods considered.
The overall mean unsigned errors (MUE) for calculated

hydration free energies compared to experiment are given in
Table 1 for various combinations of QM methods and cavity
sizes. Uncorrected SS(V)PE results are also given for reference
purposes. The SS(V)PE results generally show the smallest
errors for neutrals, somewhat larger errors for cations, and very
large errors for anions. The SS(V)PE+FESR results are shown
first for allowing the d parameter to optimize separately for each
individual QMmethod and then for constraining the d parameter
to have a common universal value for all of the QMmethods. It is
immediately evident that in all cases the FESR correction
substantially reduces the errors over SS(V)PE alone, most
particularly for anions.
The SS(V)PE+FESR MUE results for neutrals are generally

somewhat larger than the estimated experimental errors of about
0.2 kcal/mol, the MUE results for cations are either comparable
to or in some instances significantly lower than the estimated
experimental errors of about 3 kcal/mol, and theMUE results for
anions are either comparable to and in some instances slightly
lower than the estimated experimental errors of about 3 kcal/
mol. The most obvious explanation for how some MUE results
can be lower than the estimated experimental errors is that the
latter estimates are actually too high. Several other possible
explanations of this matter have been previously elaborated.31

The results in Table 1 derive from giving equal weights to all
solutes in the fitting process. Allowing different weights for
different classes of solutes according to their estimated experi-
mental uncertainties (i.e., relative weights of 1/0.2 for neutrals
and 1/3 for ions) leads to quite similar results. For example, for
B3LYP/6-31+G* with F0 = 0.001 au, the SS(V)PE+FESR MUE
from different weighting is 1.40 kcal/mol for all solutes, as
compared to 1.37 kcal/mol obtained from equal weighting.
A convenient visualization of these results is given in Figure 2

for the particular case of B3LYP/6-31+G* calculations with F0 =
0.001 au. All of the other various computational combinations
considered also show quite similar behavior. The results in
Figure 2 would all fall on the diagonal solid lines if perfect
agreement with experimental results were achieved. The top left
panel shows hydration free energies calculated from the SS(V)PE
model alone compared to experimental results for all solutes,
while the top right panel shows an expanded version for the
neutral solutes. The agreement with experimental results is seen
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to be reasonable for neutrals and cations, while large and sys-
tematic errors are found for anions. The bottom panels show
analogous results for the SS(V)PE+FESR model. Some notable
improvement is found for neutrals and cations, and dramatic
improvement is obtained for anions.
It is generally believed that solute surface area and/or volume

are significant descriptors of generic short-range interactions
between the solute and solvent.69�77 However, our computa-
tional experiments (data not shown) found that further inclusion
of terms proportional to solute surface area or volume led to only
tiny improvements in the MUE. We surmise that the constant
term a in the FESR model likely describes in some rough overall
average sense such size-dependent contributions. It may then be
that the solutes in the database used for training do not cover a
sufficient range of sizes to specifically observe beyond this the
influence of solute size over whatever other errors remain. In this
connection, it may be noted that studies of cavitation have shown
that in addition to size, solute shape is also a significant com-
plicating factor.78�80

While it is believed that the field-dependent terms in the FESR
model mainly describe hydrogen bonding effects, it should be
pointed out that the empirical optimization of parameters
necessarily also implicitly incorporates some contributions from
dispersion and exchange-repulsion interactions in the model.
For some solutes, there are several hot spots where hydrogen

bonds might be expected to occur. The FESR method takes care
of such cases only insofar as the accumulated effects of all
hydrogen bonds that are incorporated in the experimental values
affect the values of the fitting parameters. A preliminary attempt
to include more than one contribution to ΔGFESR for some
representative solutes having more than one local region of
minimum and/or maximum electric field actually led to poorer
agreement with experimental results. While this was done with-
out a reoptimization of parameters, it is anyway clear that this
matter is more subtle than it seems and will require further
research to understand properly.

As a control experiment, we also tested the possibility that the
FESR model might perform well alone, without any contribu-
tions from a dielectric continuum model. Even in the best case,
this led to a very large MUE for neutrals of 9 kcal/mol and for
ions of 20 kcal/mol, thus soundly refuting the possibility.
Dependence on QM Method. The QM method used to

determine the electronic structure of the solute affects the hydration
energy calculated in this work in two distinct ways. First, the QM
method determines the solute size and shape through specifying
the isodensity surface used to define the cavity. In this connec-
tion, we note that inclusion of electron correlation typically
changes the cavity size by only about 0.01 Å (usually, but not
always, increasing it), which is very small relative to the changes
in cavity size of typically about 0.2 Å in passing from a F0 of
0.0005 to one of 0.001 or from 0.001 to 0.002 au. Extension of the
basis set has even less of an effect on the cavity size, usually
slightly reducing it by less than 0.001 Å with HF and less than
0.004 Å with B3LYP. Therefore, any trends in results from
different QM methods that are consistent at all cavity sizes
examined are not due to the differences in how the various QM
methods determine the cavity. Second, the QM method deter-
mines the electric properties presented by the solute at the cavity
surface, specifically the electrostatic potential that is utilized in
the SS(V)PE calculation and the electric field that is utilized in
the FESR correction, and this is then the main route through
which the QM method influences the results.
It is seen in Table 1 that each of the QM methods considered

leads to good overall results. Even so, there are some notable
small differences in performance that are attributable to electron
correlation and basis set effects.
Inclusion of electron correlation, as done here by comparison

of B3LYP toHF, should be expected to improve the results. With
both basis sets, it is found that inclusion of electron correlation
does indeed improve the SS(V)PE+FESR agreement with experi-
mental results.

Table 1. Mean Unsigned Errors in kcal/mol Obtained from Several QM Methods and Cavity Sizesa

solvation method parameter d statusb all solutes (372) neutrals (261) cations (51) anions (60)

HF/6-31+G*

SS(V)PE 4.65, 3.92, 5.28 1.65, 2.56, 4.63 7.13, 2.28, 6.82 15.61, 11.21, 6.77

SS(V)PE+FESR individual d 1.73, 1.54, 2.03 1.19, 1.16, 1.67 3.24, 2.14, 3.11 2.80, 2.69, 2.66

SS(V)PE+FESR universal d 1.76, 1.58, 2.03 1.26, 1.24, 1.69 3.05, 2.14, 3.07 2.83, 2.58, 2.64

B3LYP/6-31+G*

SS(V)PE 5.19, 3.98, 4.85 1.51, 1.81, 3.45 8.37, 2.95, 5.91 18.50, 14.32, 10.07

SS(V)PE+FESR individual d 1.65, 1.37, 1.71 1.09, 0.94, 1.15 2.99, 1.80, 2.95 2.97, 2.88, 3.12

SS(V)PE+FESR universal d 1.65, 1.37, 1.71 1.09, 0.94, 1.15 2.99, 1.80, 2.95 2.97, 2.88, 3.12

HF/G3large

SS(V)PE 4.86, 3.65, 4.65 1.63, 1.94, 3.68 8.00, 2.80, 6.43 16.22, 11.83, 7.33

SS(V)PE+FESR individual d 1.93, 1.71, 2.15 1.52, 1.45, 1.83 2.99, 2.01, 3.29 2.81, 2.57, 2.61

SS(V)PE+FESR universal d 1.93, 1.71, 2.15 1.52, 1.45, 1.84 2.99, 2.01, 3.26 2.81, 2.57, 2.60

B3LYP/G3large

SS(V)PE 5.43, 4.07, 4.52 1.61, 1.66, 3.01 9.26, 3.87, 5.20 18.80, 14.69, 10.50

SS(V)PE+FESR individual d 1.71, 1.45, 1.66 1.15, 1.00, 1.11 3.01, 1.97, 2.69 3.04, 2.95, 3.17

SS(V)PE+FESR universal d 1.73, 1.48, 1.67 1.14, 1.00, 1.09 3.18, 2.04, 2.74 3.05, 3.06, 3.27
aThe three numbers in each slot correspond to results for cavity sizes from F0 = 0.0005, 0.001, and 0.002 au, respectively. b “Individual d” means the
parameter d is optimized individually for each QMmethod. “Universal d”means the parameter d is constrained to have a common universal value for all
of the QM methods.
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Extension of the basis set, as done here by comparison of
G3large to 6-31+G*, should also be expected to improve the
results. But with both HF and B3LYP, it is found that basis set
extension instead slightly degrades the agreement with experi-
mental results. A possible explanation for this apparently anom-
alous behavior of basis set extension is that the modest 6-31+G*
basis set may accidentally tend to give better solute electric
properties in the cavity surface region than does the larger G3large
basis set. There is clearly a need for further research on this point to
determine if other large basis sets give similar behavior.
Dependence on FESR Fitting Parameters. Examination of

the optimum values of the parameters a, b, c, and d reported for
all computational combinations in Table 2 shows that the value
of b is always more than an order of magnitude larger than that of
c. This is consistent with the substantially larger errors from
SS(V)PE itself for anions as compared to cations or neutrals,
which therefore requires larger FESR corrections for anions.
As expected on physical grounds discussed in the Introduction

and seen from the detailed results in Tables S3�S6 of the
Supporting Information, the FESR term involving Fmin makes
its largest contribution to anions; the term involving Fmax makes
its largest contribution to cations. Both contribute significantly to
polar neutrals. In addition to the field-dependent terms, the FESR
model also includes a constant term a which likely describes
contributions from cavitation, exchange repulsion, and disper-
sion in some rough overall average sense.

Examples of the sensitivity of the results to d are shown in
Figure 3, which correspond to the case of d being optimized
separately for each individual QM method, while a, b, and c are
reoptimized for each value of d. The top panel gives B3LYP/6-31
+G* results for each cavity size as a function of d, showing that
changes on the order of one unit in d lead to a significant change
in the MUE. The bottom panel of Figure 3 gives results from
different QM methods for the F0 = 0.001 au cavity size as a
function of d and again shows a similar sensivity to d.
Interestingly, experiments allowing Fmin and Fmax to have

different values of d (data not shown) led to negligible improve-
ment in the overall MUE. This implies that both cations and
anions prefer the same value of d, suggesting it has some under-
lying physical significance.
It is seen in Table 2 that the optimum d varies only from 2.9 to

4.1 for all of the combinations of methods considered, and over
an even smaller range for the various QM methods at each
particular cavity size. This suggests that it might be provident to
claim a universal value of d that is independent of the QM
method, although still dependent on the cavity size and separate
optimization for each QM method of the a, b, and c parameters.
Table 1 includes the results from assuming that all of the QM
methods share a common universal value of d, where it is seen
that this constraint sacrifices less than (and usually much less
than) 0.10 kcal/mol in MUE over allowing each QM method to
have its own optimum d. The optimum parameter values under

Figure 2. Comparison of experimental hydration energies with those calculated from the B3LYP/6-31+G* method with the F0 = 0.001 au cavity size.
The left panels show SS(V)PE and SS(V)PE+FESR results for all solutes, respectively, while the right panels show expanded versions covering only
neutral solutes.
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this constraint are given in Table 3. Comparison to Table 2
shows that the a, b, and c parameters become somewhat different
under this constraint, changing in some instances by more than a
factor of 2. This explains the failure of an attempt to find universal
values of all four parameters for all of the QM methods con-
sidered (data not shown), which led to very large MUEs at each
cavity size.
The results reported in the tables correspond to optimizing the

FESR parameters over the class of all solutes taken together. At
the expense of losing generality, even better results could be
obtained if the parameters were to be optimized separately for
each of the subclasses of neutrals, cations, and anions. For example,
with the B3LYP/6-31+G* method taken with the F0 = 0.001 au
cavity size, such separate optimizations lead to MUE of 0.85,
1.61, and 2.70 kcal/mol for neutrals, cations, and anions, respec-
tively. This corresponds to improvements of about 0.1�0.2 kcal/
mol for these subclasses over the results in Table 1, where the
parameters take on more compromise values from optimization
over all classes.
To get an idea of the extent to which the parameters and

results might depend on the database, the 372 solutes were
divided into two groups by alternately assigning each solute in
the given list to either a training set or a test set. B3LYP/6-31+G*
calculations with the F0 = 0.001 au cavity size together with
optimization of parameters only over solutes in the training set
led to a change in the MUE of the test set by only 0.02 kcal/mol
from that of training over the entire database. The fitting
parameters a, b, and c changed by less than 10%, and d changed
not at all. A second analogous test made by interchanging the
roles of the training and test sets produced essentially the same
results. This exercise demonstrates the stability and robustness of
the parametrization and further indicates that the model should

have a useful predictive power for solvation energies of molecules
not contained in the data set.
Dependence on Cavity Size. Most of the trends with cavity

size have already been discussed above in connection with other
related matters. It remains here to explicitly note that the best
SS(V)PE+FESR MUE results are obtained in all cases examined
with the contour F0 = 0.001 au, which is themost commonly used
value and has also proved to be near optimal in previous studies
of dielectric effects in neutrals.60,61 In contrast, with SS(V)PE
alone, the lowest MUE for neutrals occurs with F= 0.0005 au, for
cations with F = 0.001 au, and for anions with F = 0.002 au.
Among the various classes of solutes, cations are the most

sensitive to the cavity size. The change in SS(V)PE+FESR MUE
with each step in cavity size is about 1 kcal/mol for cations, whereas
this change is about 0.3 kcal/mol for neutrals and about 0.2 kcal/mol
for anions.
Behavior of Selected Solutes. Here, we describe some

particularly notable behaviors of certain individual solutes,
mainly to indicate areas where additional improvements can be
sought in future work. To keep the discussion manageable, we
discuss only the case of B3LYP/6-31+G* calculations with the F0 =
0.001 au contour and optimization of FESR parameters over all
classes of solutes. Other computational protocols show similar
behavior.
The worst numerical result among the neutrals is for N,N0-

dimethylpiperazine, where the experimental hydration energy is
�7.58 kcal/mol while the SS(V)PE+FESR result is �2.17 kcal/
mol, corresponding to an error of 5.41 kcal/mol. The FESR
result in this case is actually slightly worse than the SS(V)PE
result, which is �2.86 kcal/mol, corresponding to an error of
4.72 kcal/mol for this compound.

Figure 3. Mean unsigned error as a function of exponent d. The top
panel shows results for the B3LYP/6-31+G* method with several cavity
sizes. The bottom panel shows results for the F0 = 0.001 au cavity size
with several QM methods.

Table 2. Optimum Parameter Values Obtained from Several
QMMethods and Cavity Sizes, Allowing Each QMMethod to
Have Its Own Individual Optimum d at Each Cavity Size

parameter F0 = 0.0005 au F0 = 0.001 au F0 = 0.002 au

HF/6-31+G*

a 1.850 2.828 5.238

b �0.378 � 106 �1.319 � 106 �0.491 � 106

c �2.029 � 104 �1.897 � 104 0.066 � 104

d 3.4 4.1 4.0

B3LYP/6-31+G*

a 1.570 2.345 4.158

b �0.259 � 106 �0.585 � 106 �0.523 � 106

c �1.543 � 104 �1.107 � 104 0.027 � 104

d 3.1 3.6 3.8

HF/G3large

a 1.157 2.094 4.251

b �0.168 � 106 �0.362 � 106 �0.403 � 106

c �1.193 � 104 �0.687 � 104 0.045 � 104

d 3.1 3.6 3.9

B3LYP/G3large

a 1.488 2.122 3.734

b �0.145 � 106 �0.258 � 106 �0.318 � 106

c �1.174 � 104 �0.674 � 104 �0.025 � 104

d 2.9 3.3 3.6
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Being quite nonpolar, the 41 neutral unsubstituted hydrocar-
bons in the database generally have very small experimental
hydration energies, in some cases even being positive, indicating
hydrophobicity. By itself, SS(V)PE necessarily produces negative
hydration energies, and it therefore gives a poor description of
these solutes. The electric fields on the cavity surface of such
solutes are generally quite small, consistent with essentially no
hydrogen bonding to water, so the field-dependent terms in the
FESR model are also ineffective in describing these solutes. In
particular, the field-dependent terms contribute only about
�0.01 kcal/mol for alkanes, about �0.07 kcal/mol for alkenes,
about�0.25 kcal/mol for alkynes, and about�0.02 kcal/mol for
aromatic hydrocarbons. The a term in the FESR model then
becomes the most significant contribution, and its positive value
is mainly responsible for the improvement in description of the
unsubstituted hydrocarbons. The neutral unsubstituted hydro-
carbons are all clustered in the top right corners of the panels in
Figure 2, where it is seen that the FESR correction does not
noticeably change the pattern for these solutes, except for
providing a constant horizontal shift from the a term. Similar
conclusions regarding an analogous positive constant term were
drawn in a previous study of alkane hydration energies.81

For neutral halocarbons, the field dependent terms provide free
energy contributions ranging from �0.03 to�0.37 kcal/mol, such
that the total FESR correction is 1.97 to 2.31 kcal/mol. The large
range in experimental free energies for this class of compounds
(from �2.73 kcal/mol for bromotoluene up to 4.28 kcal/mol for
octafluoropropane) is alreadymostly accounted for in the SS(V)PE
results, while the constant shift from the FESR a term helps to
reduce the MUE for this subclass from 2.38 to 0.68 kcal/mol.
Among cations, the errors in hydration energies of protonated

4-nitroaniline, 3-aminoaniline, ammonia, and dimethyl sulfide
are increased by more than 1 kcal/mol upon FESR correction,
and the errors are found to be quite sensitive to computation

level and cavity setting. All other cation results are improved by
the FESR correction.
All anions improve their hydration energies upon applying the

FESR correction. The largest anion error occurs for F�, not sur-
prisingly in light of its extremely high concentration of negative
charge into a very small volume, where the error is reduced from
the huge �21.3 kcal/mol at the SS(V)PE level to the still large
13.4 kcal/mol after FESR correction. However, in the case of
OH�, which is the other very small anion in the database, the
similarly huge SS(V)PE error of�26.8 kcal/mol is quite effectively
reduced by the FESR correction to only 3.7 kcal/mol.

’CONCLUDING REMARKS

The SS(V)PE+FESRmodel to calculate hydration free energy
was introduced in a previous short communication31 that demon-
strated its potential utility and efficiency. The present contribu-
tion studies the performance of this model under a variety of
computational conditions and also gives additional information
on its behavior in various respects.

While all of the QM methods considered give good perfor-
mance in this application, there are some differences worthy of
note. Inclusion of electron correlation in the solute QMmethod,
as studied by comparison of B3LYP to HF calculations, leads
overall to better results. However, extension of the basis set in the
solute QM method, as studied by comparison of the G3large to
the modest 6-31+G* basis set, generally leads to slightly poorer
results. The cavity obtained from the F0 = 0.001 au contour gives
significantly better results than with either larger or smaller
cavities from 0.0005 or 0.002 au contours, respectively.

Overall, the best SS(V)PE+FESR results in this work are
obtained with the B3LYP/6-31+G* QM method and the 0.001
au cavity contour. This gives a MUE for neutrals of 0.9 kcal/mol,
for cations of 1.8 kcal/mol, for anions of 2.9 kcal/mol, and, com-
bining the latter two, for all ions of 2.4 kcal/mol. This perfor-
mance is comparable to the best analogous literature results using
the SMVLE method21 that was trained over almost the same
database as used here and that used the SVPE dielectric continuum
model, which should give essentially the same results as SS(V)PE
for the solutes concerned. After optimization of a large number of
parameters, including 20 atom-specific surface tension coeffi-
cients and 12 generic parameters involving the solute electric
field on the cavity surface, the SMVLEmodel achieved a MUE of
0.5 kcal/mol for the neutrals and 3.1 kcal/mol for the ions.
Compared to this, the best SS(V)PE+FESR results are not quite
as good for neutrals and are better for ions, despite the much
smaller number of adjustable parameters. Our view is that minimiz-
ing the number of empirical parameters in a model increases the
probability that the parameters will have physical significance
that can be used to guide development of more fundamentally
based theories.

The FESR correction utilizes a functional form where hydra-
tion free energies have a nonlinear dependence on the minimum
and maximum values of the solute normal electric field on the
cavity surface. It is argued that these field-dependent terms
mainly describe specific hydrogen bonding interactions between
solute and solvent. The nonlinear parameter d of the model is
always found to be in the range of 2.9�4.1 with all of the com-
binations of computational protocols considered, its more exact
value depending to some extent on QM method and cavity size.
In fact, nearly universal values of d exist for each cavity size
independent of the QM method used. Furthermore, negligible

Table 3. Optimum Parameter Values Obtained from Several
QM Methods and Cavity Sizes, under the Constraint of All
QMMethods Sharing a CommonUniversal Value of d at Each
Cavity Size

parameter F0 = 0.0005 au F0 = 0.001 au F0 = 0.002 au

d 3.1 3.6 3.8

HF/6-31+G*

a 2.283 3.221 5.308

b �0.162 � 106 �0.343 � 106 �0.293 � 106

c �1.101 � 104 �0.756 � 104 0.055 � 104

B3LYP/6-31+G*

a 1.570 2.345 4.158

b �0.259 � 106 �0.585 � 106 �0.523 � 106

c �1.543 � 104 �1.107 � 104 0.027 � 104

HF/G3large

a 1.157 2.094 4.284

b �0.168 � 106 �0.362 � 106 �0.311 � 106

c �1.193 � 104 �0.687 � 104 0.041 � 104

B3LYP/G3large

a 1.119 1.788 3.623

b �0.260 � 106 �0.598 � 106 �0.544 � 106

c �1.794 � 104 �1.171 � 104 �0.036 � 104
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improvement in the MUE is achieved by allowing cations and
anions to have different values of d. These observations suggest
some real underlying physical significance of the nonlinear d
exponent of the field extrema for describing hydrogen bonding
energies.

The SS(V)PE+FESR model also invokes a constant term a
that significantly improves the hydration energies of nonpolar
solutes and, by extension, of other solutes as well. This parameter
likely describes in some rough overall average sense the short-
range contributions from cavitation, exchange repulsion, and dis-
persion. While such interactions are actually size-dependent, no
significant effect was found on including additional terms propor-
tional to solute surface area or volume. This may be due to an in-
sufficient range of sizes in the database used to train the parameters.

Further research will focus on more specifically modeling
short-range contributions from cavitation, exchange repulsion,
and dispersion, which can be expected to particularly improve the
treatment of neutral solutes. Improvement in the treatment of
ions should also follow, but that may be difficult to discern in
practice because the best SS(V)PE+FESR results for ions are
already in better agreement with experimental results than the
estimated experimental error.

It is concluded that the FESR correction is quite effective in
removing a large part of the error in hydration energies from the
SS(V)PE model. There is every reason to believe that an analogous
FESR correction would perform similarly well as an adjunct to
other dielectric continuum models in common use. With the
parameters reported in this work, the SS(V)PE+FESRmodel can
be used to predict hydration energies of solutes not in the
database used for its training. Additionally, it should also serve
as a valuable building block for further development of models to
bring results from implicit solvation calculations into even closer
agreement with experimental results.
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ABSTRACT: A series of model transition-metal complexes, CrF6, ferrocene, Cr(CO)6, ferrous porphin, cobalt corrole, and
FeO/FeO�, have been studied using second-order perturbation theory based on a restricted active space self-consistent field
reference wave function (RASPT2). Several important properties (structures, relative energies of different structural minima,
binding energies, spin state energetics, and electronic excitation energies) were investigated. A systematic investigation was
performed on the effect of: (a) the size and composition of the global RAS space, (b) different (RAS1/RAS2/RAS3) subpartitions of
the global RAS space, and (c) different excitation levels (out of RAS1/into RAS3) within the RAS space. Calculations with active
spaces, including up to 35 orbitals, are presented. The results obtained with smaller active spaces (up to 16 orbitals) were compared
to previous and current results obtained with a complete active space self-consistent field reference wave function (CASPT2). Higly
accurate RASPT2 results were obtained for the heterolytic binding energy of ferrocene and for the electronic spectrum of Cr(CO)6,
with errors within chemical accuracy. For ferrous porphyrin the intermediate spin 3A2g ground state is (for the first time with a wave
function-basedmethod) correctly predicted, while its highmagnetic moment (4.4 μB) is attributed to spin�orbit coupling with very
close-lying 5A1g and

3Eg states. The toughest casemet in this work is cobalt corrole, for which we studied the relative energy of several
low-lying Co(II)�corrole π radical states with respect to the Co(III) ground state. Very large RAS spaces (25�33 orbitals) are
required for this system, making compromises on the size of RAS2 and/or the excitation level unavoidable, thus increasing the
uncertainty of the RASPT2 results by 0.1�0.2 eV. Still, also for this system, the RASPT2 method is shown to provide distinct
improvements over CASPT2, by overcoming the strict limitations in the size of the active space inherent to the latter method.

1. INTRODUCTION

Multiconfigurational perturbation theory based on a complete
active space reference wave function (CASSCF/CASPT2)1,2

is a well-established computational quantum chemistry method
for the study of relatively large transition-metal (TM) com-
plexes, for which it is often seen as a preeminent wave function-
based ‘alternative’ to density functional theory (DFT).3 The
recent possibility of using multiconfigurational second-order
perturbation theory based on a restricted active space reference
wave function (RASSCF/RASPT2), instead of a complete
active space reference wave function, has significantly reduced
the computational cost associated with large active spaces.4

This has already lead to a number of publications either to
test how this new method can be used to achieve similar
accuracy, while reducing the calculation time,5�7 and to overcome
the size limitations of the active space in case of multicenter TM
complexes,4 oligomeric hydrocarbons,8 and TMs bonded to
extended π systems.9,10

In a recent paper of Sauri et al.,6 several computational
strategies were introduced for selecting and dividing the
RASSCF/RASPT2 active space. This is more difficult than for
the CASSCF/CASPT2 method because of the number of
possible divisions of the active space that can be combined with
different levels of excitations. Instead of a complete active space
(CAS) where all possible distributions of the active electrons in
the active orbitals are taken into account, a restricted active space

(RAS) is employed where the active orbitals are further sub-
divided into three subspaces: RAS1, RAS2, and RAS3. The
orbitals in RAS1 are doubly occupied apart from allowing a
maximum number of holes, while in RAS3 the orbitals are empty
apart from allowing a limited number of electrons. In RAS2, all
remaining active electrons are distributed over the orbitals, like in
the original CAS. This whole procedure makes the RASSCF/
RASPT2 method much less systematic than CASSCF/CASPT2.
The previous RASPT2 study6 mainly focused on the electronic
spectroscopy of organic molecules. Only two simple TM sys-
tems, CuCl4

2� and the Ni atom, were considered, giving par-
ticular attention to the description of the so-called 3d double-
shell effect11 by means of RASPT2 rather than CASPT2.

The present paper aims at providing a more systematic
overview of the possibilities and limitations of the RASSCF/
RASPT2 method in the field of (first-row) TM chemistry. The
specific electronic structure of TM complexes, originating from a
partially filled d shell surrounded by a number of potential
electron-donating or -accepting ligands, gives rise to specific
strong correlation effects which cannot be handled by second-
order perturbation theory and should therefore be included
already in the reference wave function (be it of CAS or RAS
type). Two types of such strong correlation effects are by now

Received: August 24, 2011
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generally known and have become the basis for the ‘standard’
rules for contructing the active space for TM systems.12�16

• Nondynamic correlation effects connected to covalent
TM�ligand interactions, giving rise to a set of bonding
and antibonding molecular orbitals with mixed 3d�ligand
character should be dealt with by including both combina-
tions in the active space. Shortly, all valence molecular
orbitals containing a significant metal d contribution
should be active.

• The 3d double-shell effect. This correlation effect is
important in systems with a high 3d occupation number,
in particular if the d-orbital occupation changes between
two states considered. It has to be dealt with in the
reference wave function by including a second d shell,
called either 3d0 or 4d, in the active space.

These two simple rules, however, are only the basis of an often
much more complicated process of choosing active orbitals. For
example, the first rule only suffices to describe the ground-state
and metal-centered (MC, also called ligand field LF) excited
states in complexes with weakly covalent bonds (for a counter-
example, see the case of CrF6 in Section 3.1). Moreover, it should
always be kept in mind that the active space should not only
include molecular orbitals involved in strong correlation effects
but also orbitals that are or become partially occupied in the
process studied. When describing, e.g., an electronic spectrum,
the number of such orbitals may become quite large. The latter
point is of course not specific to TM chemistry. However, in TM
complexes the combination of covalency effects, double-shell
effect, and the possible occurrence of different types of excited
states [MC, charge-transfer (CT), eithermetal-to-ligand (MLCT)
or ligand-to-metal (LMCT), and ligand-centered (LC)] may
quite easily lead to a complex exercise of selecting active orbitals
in a way that ensures a reasonable accuracy from the perturbation
treatment, while keeping the size of the active space computa-
tionally manageable (i.e., up to about 16 orbitals in a CAS). The
recent implementation of the RASPT2 method may have
simplified this aspect of the calculational setup, as it allows for
a less strict selection of the total number of active orbitals.
However, the selection of the different subspaces and excitation
levels (out of RAS1, into RAS3) within the RAS active space now
becomes an additional crucial task that, in the case of TM
complexes, has so far been virtually unexplored. How far can
one go in moving orbitals involved in strong correlation effects,
either due to covalent TM�ligand bonding or double-shell
effects, from RAS2 into either RAS1 or RAS3, and which
excitation level would then be required to maintain a similar
accuracy in RASPT2 as compared to CASPT2? Should the
orbitals that are involved in electronic excitations be included
in RAS2 or not? Questions like this will be given an appropriate
answer in the discussion below.

The aim of this contribution is to to design reliable strategies
for general purpose RASPT2 calculations in TM chemistry. For
that purpose, we have included a series of TM systems and
chemical problems that should cover a broad range of typical
correlation problems encountered when computing TM com-
plexes. The systems chosen are chromium hexafluoride CrF6,
chromium hexacarbonyl Cr(CO)6, ferrocene Fe(Cp)2 (Cp =
cyclopentadienyl), iron oxide FeO and its anion FeO�, ferrous
porphin Fe(P) (P = porphin), and cobalt corrole Co(C) (C =
corrole). With exception of the last system, all of these molecules
have been studied before by means of CASPT2, although with

varying success.14,17�23 The specific problems encountered for
eachmolecule will be introduced in the appropriate section, and a
detailed investigation of possible solutions coming from
RASSCF/RASPT2 will be presented.

2. COMPUTATIONAL DETAILS

All CASSCF/CASPT2 and RASSCF/RASPT2 calculations
were performed with the MOLCAS-7 program24 making use of
relativistic atomic natural orbital (ANO-rcc) type basis sets.25,26

Unless noted otherwise, the contractions used are [7s6p5d3f2g1h]
for themetal, [4s3p2d1f] on first-row atomsC,N,O, F, and [3s1p]
on H. Scalar relativistic effects were included using a standard
second-order Douglas�Kroll�Hess (DKH) Hamiltonian.27�30

In all CASPT2/RASPT2 calculations, the core electrons, i.e., 1s
from (C,N,O, F) and 1s�2p from themetal, were kept frozen. All
CASPT2 and RASPT2 calculations in this work were performed
using the standard ionization potential electron affinity (IPEA)
Hamiltonian31 (a zeroth-order Hamiltonian containing an IPEA
shift = 0.25 au has become standard since MOLCAS-6.4). To
avoid weak intruder states and improve convergence of the
perturbational treatment, an imaginary level shift of 0.1 au was
used.32 Furthermore, in all calculations advantageous use (in terms
of computational times and disk storage needs) was made of the
Cholesky decomposition of the electron repulsion integral
matrix33�35 (with a threshold of δ = 10�6 au).

The specific choice of the actives spaces used to construct the
CASSCF and RASSCF reference wave function is of course
different for each of the considered molecule and will therefore
be presented in the appropriate section of the results. However, it
is important to describe here the notation employed to label the
CASSCF and RASSCF active spaces. For the CASSCF calcula-
tions, the traditional notation will be used, i.e., CAS(n,a), where n
is the number of electrons included in the active space and a is the
number of active orbitals. For the RASSCF calculations, the short
notation RAS(n,a) will be maintained to denoted the global
active space. However, the RAS subpartitions and excitation
levels are now specified by a longer notation, RAS(n,l,m;i,j,k)
with l the maximum number of holes allowed in RAS1 andm the
maximum number of electrons to enter RAS3. Active orbitals are
labeled i,j,k (with i + j + k = a) and refer to those placed in RAS1,
RAS2 and RAS3, respectively. Sometimes we will also use SD,
SDT, SDTQ, etc., to denote the maximum excitation level out
of RAS1 and/or into RAS3 (SD corresponding to l =m = 2, SDT
to l = m = 3, ...).

In several cases, RASSCF calculations involving high excita-
tion levels have been performed without performing an actual
orbital optimization, i.e., they are in fact CI calculations based on
orbitals obtained from a calculation with the same RAS but at a
lower excitation level, usually SD. The primary motivation for
considering this option is that RASSCF orbital optimizations, in
the present version of the MOLCAS code, are really poorly
convergent. Of course, such a procedure can only be successful if
the effect of the higher excitations on the shape of the molecular
orbitals is minimal. Extensive testing to prove this has been
performed in case of CrF6 (Section 3.1) and Co(C) (Section 3.5).
Further specifications on the orbital optimization levels usedwill be
given in each section.

Most calculations performed in this work are single-point
calculations. Only for FeO/FeO�, structures were optimized at
the CASPT2/RASPT2 level. In all other calculations, structures
were used that were taken either from experiment, from DFT
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structure optimizations, or from previously reported calculations.
More precise details will be given in the appropriate sections.

3. RESULTS AND DISCUSSION

3.1. Relative Energies of the Octahedral and Trigonal
Prismatic Structure of CrF6. Considering correlation effects,
the CrF6 molecule does not exactly behave as a ‘typical’ TM
complex. The extremely high formal oxidation state of chro-
mium, +VI, gives rise to very strong covalency in the Cr�F
bonding and correspondingly strong static correlation effects.
Within octahedral symmetry, covalent-bond formation at the
molecular orbital level is only possible within the representa-
tions eg, t2g. This type of covalency may adequately be described
by a (10,10) active space, including the bonding and antibonding
Cr 3d�F 2p combinations within these two representations. An
early CASPT2 calculation along this line was performed to
calculate the relative energies of the octahedral (Oh) and trigonal
prismatic (D3h) structure of CrF6.

17 This calculation, however,
turned out to strongly overestimate the stability of the octahedral
with respect to the trigonal structure, predicting an energy
difference of 49.9 kcal/mol, while corresponding values of 14.4
and 16.9 kcal/mol were obtained from coupled-cluster singles
and doubles and perturbative triple excitations [CCSD(T)] and
DFT(B3LYP), respectively.36,37 The origin of the CASPT2 error
was analyzed later14 bymeans of a RASSCF calculation, including
all F 2p orbitals in the active space, and was found to be due to the
occurrence of large contributions in the ground-state wave
function of excitations from the nonbonding F 2p orbitals into
Cr 3d. Amore accurate perturbational treatment would therefore
have to start from a reference wave function including all such
excitations, being built from an active space including 36
electrons in 23 (Cr 3d + F 2p) orbitals. Such a calculation is
out of reach of CASPT2 but can quite easily be performed with
RASPT2. In fact, the RASPT2 calculations presented here were
performed with an even larger RAS(42,26) space, including also
the Cr 3p shell, which was found to mix quite strongly with some
of the F 2p orbitals. Two subdivisions of this global active space
were considered: (A) RAS(42,l,m;21,0,5) (l = m = 2,4,6), i.e.,
with RAS2 empty, F 2p and Cr 3p in RAS1, and Cr 3d in RAS3;
(B) (42,l,0;16,10,0) (l = m = 2,4) with RAS3 empty, and RAS2
now consisting of the bonding and antibonding Cr 3d�F 2p
combinations providing the CAS(10,10) space in the original
CASPT2 study.17 The SDTQ calculations with active space A
were performed either using fully optimized orbitals or using
fixed orbitals taken from the corresponding SD calculation. For
the SDTQ56 calculations with active space (A) and for SDTQ
with active space B, only fixed orbitals were used. In order to
compare the RASPT2 results with our previous CASPT2
calculations,17 the present CASPT2 and RASPT2 calculations

on CrF6 were performed on Oh and D3h structures taken from
that work. The results are presented in Table 1.
The main point to be noted from Table 1 undoubtedly is

the huge difference between the results obtained from either
CASPT2 or RASPT2. ComparingCASPT2(10,10) with RASPT2-
(42,2,0;16,10,0) we find that moving all F 2p�Cr 3d (and Cr
3p�3d) correlation effects from the perturbational treatment
to the active space and treating them variationally with SD gives
a lowering of the energy barrier by as much as 36 kcal/mol. The
differences between the distinct RASPT2 treatments are much
more limited. With RAS2 empty, the results obtained with only
up-to-double RAS1f RAS3 excitations are clearly too low. Up
to sextuple excitations are necessary to provide a (more or less)
converged RASPT2 result. Note that the two results obtained
with SDTQ, making use of either orbitals obtained from the SD
calculation or reoptimized, differ by less than 1 kcal/mol, thus
indicating that orbital optimization at this level is not strictly
necessary. After moving the bonding and antibonding Cr 3d�F
2p combinations to RAS2, significantly better results are
obtained already at the SD level. Notably though, also in this
case a further improvement by as much as 5 kcal/mol may be
obtained by raising the excitation level to SDTQ. Unfortu-
nately, the combination of a 10 orbital RAS2 with up to sextuple
excitations is computationally unfeasible, such that it cannot be
verified that the (42,4,0;16,10,0) is indeed (close to) converged.
In any case, the two ‘best’ results obtained from RASPT2, 16.5 vs
17.8 kcal/mol, are rather close and also compare well to the
earlier results obtained from DFT and CCSD(T), 14.2�
16.9 kcal/mol.36,37 In conclusion, these calculations on CrF6
present a clear-cut (first) example of a multiconfigurational
problem that was unsolvable before with CASPT2 because of
limitations in the size of the CAS space and for which the ex-
tension to RAS provides a considerable and very valuable
improvement of the multiconfigurational perturbation treatment.
3.2. Heterolytic Binding Energy of Ferrocene. One of the

first CASPT2 studies in organometallic chemistry, by Pierloot,
Persson, and Roos (PPR) in 1995,19 concerned the equilibrium
structure and binding energy of ferrocene. In particular, the
heterolytic dissociation energy of the reaction Fe(Cp)2 f
Fe2+(5D) + 2Cp� was an important test case for this method. An
accurate description of this property can only be obtained when
all important (nondynamic) correlation effects connected to the
covalent bonding between the Fe2+ ion and the two cyclopenta-
dienyl (Cp�) ligands are adequately treated. Starting from an
MP2 treatment, which was found to overestimate the bind-
ing energy by about 50 kcal/mol, a successful CASPT2 treat-
ment was obtained by extending the reference wave function
from Hartree�Fock to CASSCF with a (10,10) active space
(specifications are given below). After correcting for basis set
superposition errors (BSSE), the ‘best’ CASPT2 value for the
heterolytic dissociation energy was 628 kcal/mol, in close

Table 1. Relative Energy (kcal/mol) of the Trigonal Prismatic and Octahedral Structure of CrF6 at Different Computational
Levels

CASPT2(10,10) RASPT2(42,l,m;21,0,5) RASPT2(42,l,0;16,10,0)

orbitals SD SDTQ SDTQ56 SD SDTQ

fully optimized 49.0 8.1 15.0 12.8

taken from SD 8.1 15.4 16.5 12.8 17.8
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agreement with the value of (635 ( 6) kcal/mol reported from
experiment38 for the heterolytic bond disruption enthalpy of
ferrocene. Admittedly, the close agreement with experiment was
to some extent fortuitous, being the result of a cancellation of
errors related to the (limited) size of the basis sets, the absence of
zero-point vibrational energy (ZPVE) and thermal corrections
and the rather crude treatments of relativistic effects and of Fe
(3s,3p) (semicore) correlation. As a matter of fact, the (ANO-s)
basis set used for iron in the PPR study19 is not properly designed
for treating (3s,3p) correlation,39 giving rise to huge BSSE on Fe.
Therefore, semicore correlation was in the PPR study only
included for the calculation of the 1I�5D excitation energy in
Fe2+ but was omitted for the dissociation step. A critical analysis
of the different sources of errors in the CASPT2 treatment of
ferrocene was presented in a later paper by Klopper and L€uthi,40

who concluded that, when extrapolated to the basis set limit, the
heterolytic bond disruption enthalpy of ferrocene obtained from
CASPT2(10,10) would beΔH298

0 = 657 kcal/mol, around 20 kcal/
mol higher than the experimental value of (635( 6) kcal/mol. This
would suggest that CASPT2, based on a CAS(10,10) reference
wave function, inherently quite strongly overestimates the binding
energy in this molecule. (Notably though, extrapolated to the basis
set limit, the CASPT2 binding energy was very similar to the result
obtained using coupled cluster theory.)41

In this work, the heterolytic binding energy of ferrocene is
revisited by means of CASPT2 and RASPT2. Developments in
the MOLCAS software over the last years have made it possible
to strongly reduce the errors afflicting the reliability of the early
CASPT2 results. In particular new ANO-rcc basis sets, con-
structed making use of the Douglas�Kroll Hamiltonian, should
provide an accurate description of scalar relativistic effects.25,26

For the TM, these basis sets were designed to treat semicore
correlation, leading to more a accurate description of this type
of correlation and smaller BSSE. Moreover, the latter errors
may be circumvented by making use of much more extended
contracted basis sets, thanks to the recent advent in MOLCAS
of the Cholesky decomposition technique to approximate the
two-electron integrals and its combination with CASPT2/
RASPT2.33�35 Four different combinations of ANO-rcc

contraction schemes, denoted I�IV and shown in Table 2,
were used in this section, the largest combination giving rise to
1457 contracted functions.
3.2.1. Computational Details. Ferrocene has a ground-state

geometry where the two pentadienyl rings are eclipsed, with the
staggered conformation approximately 1 kcal/mol higher in
energy. The point group symmetry of the eclipsed structure is
D5h, and the calculations were performed within the highest
abelian subgroup symmetry C2v.
Single-point calculations on the experimental geometry of

ferrocene42 were performed, with the following distances:
R(C�C) = 1.440 Å, R(C�H) = 1.104 Å, and R(Fe�Cp) = 1.66
Å. For free Cp� a D5h structure was optimized by means of MP2
making use of the smallest VTZP basis set (I), giving R(C�C) =
1.397 Å and R(C�H) = 1.079 Å. All binding energies reported
include a correction for the BSSE, obtained by means of the full
counterpoisemethod, i.e., from a calculation either on Fe2+ adding
ghost orbitals of the two rings and on Cp� adding ghost orbitals
of Fe2+ plus the other ring. BSSE were calculated for all
combinations of methods and basis sets. However, using the
same basis sets the differences between the RASPT2 and
CASPT2 results are insignificantly small (<1 kcal/mol). There-
fore, only the CASPT2 results are given in Table 3. To be able to
compare the calculated results for the binding energies to the
experimental value of the heterolytic bond disruption enthalpy,
ΔH298

0 = (635( 6) kcal/mol,38 a correction for the difference in
zero-point vibrational energy (�9.3 kcal/mol), and the thermal
correction to the reaction enthalpy (13/2 RT + the difference in
vibrational energies = 2.9 kcal/mol) were estimated from DFT
optimizations and frequency analyses on ferrocene and Cp�,
making use of the BP86 functional and extended basis sets (def2-
QZVPP on Fe, def2-TZVP for C,H). Rather than adding these
corrections to all calculated CASPT2/RASPT2 binding energies,
we have chosen to compare the uncorrected data to a ‘corrected’
experimental heterolytic binding energy of (641 ( 6) kcal/mol.
3.2.2. CASPT2 Calculations: Results and Discussion. First, a

set of CASPT2 calculations was performed with different basis
sets, making use of the same CAS(10,10) active space that was
used in the PPR study.19 This active space includes those pairs of
orbitals that are directly involved in covalent Fe�Cp interac-
tions: the (4,5)e1

00 shells, consisting of the bonding and antibond-
ing combinations of Cpπ and the (formally empty) Fe (dxz,dyz)
orbitals, and the (4,5)e2

0 shells, incorporating the backdonation
from the (formally doubly occupied) Fe (dxy,dx2�y2) orbitals into
the Cpπ*orbitals of the same symmetry. We note though that the
5e2

0 shell also contains significant Fe 3d0 character (for a more
detailed analysis of the covalent interactions in ferrocene see
ref 19). On top of this (8,8) space, the essentially nonbonding Fe
3dz2 orbital of a1

0 symmetry and its correlating 3d0 orbital were
also included. In the heterolytic dissociation limit, this active
space is split into a CAS(6,8) space on Fe2+ (five 3d and three
correlating 3d0 orbitals) and a CAS(4,2) space on Cp�, the latter
therefore being described by MP2 rather than CASPT2. How-
ever, since the dissociation proceeds to the Fe(II) 5D ground

Table 2. ANO-rcc Basis Set Contractions Used for the CASPT2/RASPT2 Calculations on Ferrocene

atom VTZP (I) VQZP (II) V8ZP/V5ZP (III) V8ZP/V7ZP/V6ZP (IV)

Fe 6s5p3d2f1g 7s6p4d3f2g1h 10s9p8d6f4g2h 10s9p8d6f4g2h

C 4s3p2d1f 5s4p3d2f1g 6s5p3d2f1g 8s7p4d3f2g

H 3s2p1d 4s3p2d1f 5s3p2d1f 6s4p3d1f

Table 3. Basis set superposition errors (kcal/mol) obtained
with CASPT2 and different basis sets

basis I basis II basis III basis IV

Without Fe (3s,3p) Correlation

Fe2+ + 2 Cp(ghost) 4.8 2.4 0.1 0.1

Cp� + Fe(ghost) + Cp(ghost) 9.7 3.7 3.1 1.1

sum 24.2 9.8 6.3 2.3

Including Fe (3s,3p) Correlation

Fe2+ + 2 Cp(ghost) 30.9 21.7 0.6 0.9

Cp� + Fe(ghost) + Cp(ghost) 9.7 3.7 3.1 1.1

sum 50.3 29.1 6.8 3.1
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state with all 3d orbitals at least singly occupied, we chose to
calculate the energy of the Fe2+ fragment using a full 3d0 shell in
the active space of the fragment iron cation, i.e., CAS(6,10)
rather than with the unbalanced CAS(6,8) space.
All calculated binding energies are presented in Table 4. At the

CASPT2 level, calculations with and without Fe (3s,3p) correla-
tion were performed, and the results in Table 4 clearly indicate
that iron semicore correlation is important and should be
included when calculating the binding energy, increasing the
results with up to 16 kcal/mol. However, as indicated by Table 3,
including the Fe(3s,3p) electrons in the correlation treat-
ment drastically increases the BSSE on iron, at least with the
smallest contractions (basis I, II). As the BSSE is very large, its
(counterpoise) correction may not be very reliable. Therefore,
we decided to extend the basis sets up to a point where the BSSE
would become small enough, i.e., lower than the errors thatmight
arise from the CASPT2/RASPT2 treatment. Comparing the
results with different basis sets in Table 4, one can observe an im-
portant increase of the binding energy, about 22�24 kcal/mol,
with the size of the basis sets. Making use of the largest basis set
IV and including iron semicore correlation, the heterolytic bind-
ing energy of ferrocene obtained from CASPT2 amounts to
657.2 kcal/mol. This result is considerably larger than the bind-
ing energy from the original CASPT2 study (628 kcal/mol).19

As compared to experiment, CASPT2 seems to overestimate the
total strength of the Fe�Cp bonds by at least 10 kcal/mol. Given
the extended size of the basis sets employed here, the source of
the remaining error should be traced back to the CASPT2method
itself and more specifically to the limited size of the CAS(10,10)
reference wave function.
3.2.3. RASPT2 Calculations: Results and Discussion. In order

to investigate the effect of the active space on the binding energy,
a second series of calculations was performed with a larger active
space, however now making use of RASPT2 instead of CASPT2.
The CAS(10,10) space was extended with the 6e1

0 (Cpπ),
3e2

00(Cpπ*) couple as well with the remaining four Fe 3d0 orbitals,
thus giving RAS(14,18). As for CrF6 in the previous section, two
options for subdividing this active space were investigated, i.e.,
(A) with RAS2 comprising the (4,5)e1

00 , (4,5)e2
0 shells involved in

covalent Fe 3d�Cpπ interactionsf RAS(14,l,m;3,8,7), and (B)

with an empty RAS2 space f RAS(14,l,m;7,0,11). Upon dis-
sociation, the global RAS(14,18) active space is split into a
RAS(6,10) space on iron (all 3d, 3d0 orbitals) and a RAS(4,4)
π space on Cp� (while taking care of the appropriate subdivisions
corresponding to (A) or (B) in FeCp2). For the fragments, an
excitation level l = m = 2 was used in all calculations. In order to
obtain a fully size-extensive treatment, this means that up to
sextuple excitations should be allowed for FeCp2. In order to
check this, test calculations with l = m = 4,6 were performed with
the smallest basis sets (making use of full CI calculations with the
orbitals taken from the SD calculation).
We first consider the RASPT2 calculations performed with the

RAS(14,2,2;3,8,7) space. Such calculations were performed with
all four basis sets and both with and without semicore correlation.
As can be seen from Table 4, the effect of Fe (3s,3p) correlation
on the binding energy is similar for the RASPT2 and CASPT2
calculations, giving rise to a bond strengthening by about 15 kcal/mol.
Both with and without (3s,3p) correlation, the RASPT2-
(14,2,2;3,8,7) binding energy is systematically lower than the
CASPT2 binding energy by 13 kcal/mol, a value which does not
significantly depend on the size of the basis set. We also note the
very small differences between the results obtained at different
excitation levels l, m = 2�6. When keeping in RAS2 the eight
orbitals that are responsible for the most important nondynamic
correlation effects, (4,5)e1

00 , (4,5)e2
0 , the RASPT2 treatment of

FeCp2 converges already at the SD level. However, it is clear that
the variational treatment in the RASSCF wave function of extra
important correlation, i.e., the full Fe 3d double-shell effect and
the most important Cp� π�π* correlation effects, has a sub-
stantial effect on the result of the perturbational treatment,
lowering the binding energy by more than 10 kcal/mol. With
the largest basis set IV and including semicore correlation, the
heterolytic dissociation energy of FeCp2 obtained from RASPT2
amounts to 641.1 kcal/mol, as compared to the experimental
value of ( 641 ( 6) kcal/mol.
Less satisfactory results are obtained from the RASPT2

calculations with an empty RAS2 space. As Table 4 shows, the
binding energies obtained from the RASPT2(14,2,2;7,0,11)
calculations are considerably lower, by 8�9 kcal/mol, than the
corresponding results with RASPT2(14,2,2;3,8,7). On the other
hand, between SD and SDTQ the binding energies from the
empty RAS2 calculations are increased by 19�22 kcal/mol,
while the calculations with the eight-orbital RAS2 are already
converged at the SD excitation level. With an empty RAS2,
convergence is reached only with SDTQ rather than with SD.
However, the ultimate binding energy, 651.4 kcal/mol (with
basis III, a slightly higher value may be anticipated for basis IV) is
now higher by 11 kcal/mol than the result obtained from the
eight-orbital RAS2 calculation.
The question may of course be raised as to why the two sets of

RASPT2 calculations presented in Table 4 converge to such
strongly different values of the binding energy. Should they not
both converge to the same full CI limit, being then also the
answer that would be obtained from a full CASPT2(14,18)
calculation? That this is not the case is related to the way a
RASPT2 calculation is designed in its current implementation in
the MOLCAS code. As with CASPT2, a RASPT2 calculation
starts with the construction of an effective Fock matrix. In the
CASPT2 case, this Fock matrix is diagonalized within the three
subspaces inactive/inactive, active/active, and external/external.
Note that unitary transformations of the orbitals within these
three subspaces do not affect the overall CASSCF wave function.

Table 4. Binding Energiesa (Eb) for the Reaction
FeCp2 f Fe2+(5D) + 2Cp� (kcal/mol)

basis I basis II basis III basis IV

Without Fe (3s,3p) Correlation

CASPT2(10,10) 618.5 635.3 639.1 641.1

RASPT2(14,2,2;3,8,7) 605.1 622.4 625.5 627.1

Including Fe (3s,3p) Correlation

CASPT2(10,10) 633.2 650.9 655.1 657.2

RASPT2(14,2,2;3,8,7) 619.1 637.2 640.5 641.4

RASPT2(14,4,4;3,8,7) 619.2

RASPT2(14,6,6;3,8,7) 618.8

RASPT2(14,2,2;7,0,11) 610.5 628.6 632.4

RASPT2(14,4,4;7,0,11) 630.0 647.7 651.4

RASPT2(14,6,6;7,0,11) 632.0

RASPT2(14,8,8;7,0,11) 632.2

expt (641 ( 6)
aCorrected for BSSE.
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Within the basis of the resulting ‘canonical’ orbitals, all off-
diagonal Fock matrix elements connecting active orbitals are
zero. This is, however, not the case in RASPT2. Here, orbital
rotations that couple different RAS subspaces, i.e., RAS1 and
RAS2, RAS1 and RAS3, and RAS2 and RAS3, are not allowed.
Thus, the diagonalization of the active part of the Fock matrix is
not complete in RASPT2, as it is in CASPT2, but instead
nonzero elements may remain in the parts that couple different
RAS subspaces. In the current implementation of RASPT2 these
elements are ignored, and the coupling is thus not accounted for
in the perturbation. If the coupling elements are large, then this
may lead to RASPT2 results that are strongly different from the
corresponding CASPT2 solution or from an alternative RASPT2
solution which does include the strongly interacting orbitals in
the same RAS subspace. This is the case here, with the bonding�
antibonding Fe 3d�Cpπ combinations allowed to rotate among
each other in the calculations with the (4,5)e1

00 , (4,5)e2
00 couples in

RAS2, but not in the empty RAS2 calculations, the former
calculation obviously giving superior RASPT2 results. The
present example indicates that, in order to provide an accurate
description of the metal�ligand binding in covalently bonded
TM complexes by means of RASPT2, the orbitals involved in
the covalent interaction should preferably be kept together
in RAS2.
3.3. Electronic Absorption Spectrum of Cr(CO)6. The UV

gas phase absorption spectrum of Cr(CO)6 has been intensively
studied in the past, both experimentally and theoretically, and its
assignment is by now well established. The experimental spec-
trum with its assignment was first reported in 1968.43 Two
intense bands at relative energies of 4.44 and 5.48 eV were
assigned as symmetry allowed 1A1g f

1T1u MLCT transitions,
whereas two weak features at the red tail of the spectrum were
originally assigned as ligand-field (LF) excitations. The latter
assignment was, however, revised in the first CASPT2 study of
the spectrum,20 which indicated that the two singlet LF states,
1T1g and

1T2g, should in fact be situated at much higher energies
than originally proposed and that the absorption features at the
red tail of the spectrum are rather due to orbitally forbidden
MLCT excitations. The latter assignment was soon confirmed in

a ΔSCF-DFT study by Pollak et al.,44 who also proposed a
reassessment of the role of the LF states in the photochemistry of
Cr(CO)6 and other metal�carbonyl complexes. Starting from
then, the electronic spectra of Cr(CO)6 and other metal carbonyl
complexes M(CO)6 (M = Cr, Mn+, V�, Mo, W) have frequently
been used in benchmarking studies by means of time-dependent
DFT (with different functionals),45,46 DFT/multireference con-
figuration interaction (DFT/MRCI),47 CASPT2,48 and coupled-
cluster methods.48,49

Cr(CO)6 is an octahedral molecule with a closed-shell 1A1g

ground state corresponding to the configuration 2t2g
6 6eg

0. The
bonding in this molecule is built from two interactions with quite
strong covalent character: σ-donation from CO into the formally
empty 6eg(Cr 3d) orbitals, counteracted byπ backdonation from
the fully occupied 2t2g(Cr 3d) orbitals into the COπ* orbitals of
the same symmetry. In order to describe the nondynamic
correlation effects connected to these covalent interactions, a
CAS(10,10) active space, including the Cr 3d orbitals and their
bonding 5eg and antibonding 3t2g counterparts, is necessary.
However, this CAS(10,10) space is not appropriate to describe
the two most intense bands in the electronic spectrum, of 1T1u

symmetry, corresponding to charge-transfer excitations into the
9t1u and 2t2u COπ* shells. To describe these states, the ‘basic’
CAS(10,10) space has to be extended with both these shells,
giving a CAS(10,16) space. At the time of our original CASPT2
study of the Cr(CO)6 spectrum, an active space of this size was
computationally out of reach. This is no longer the case now, and
in this work, we will start from a CASPT2(10,16) calculation of
the most important bands in the Cr(CO)6 spectrum. Starting
from this CASPT2(10,16) calculation, several RAS spaces are
then construced, serving two goals: (A) to explore the adequacy
of RASPT2 with the same global RAS(10,16) space but with
different RAS partitions/excitation levels and (B) to extend the
(10,16) active space with extra orbitals, finding ways to improve
the accuracy of the calculations by comparing the results
obtained for the excitation energies (oscillator strengths) of the
two 1T1u states to the experimental data: 4.44 eV (0.25) and 5.48 eV
(2.3). We will focus on just six excited states in the vertical
spectrum of Cr(CO)6, namely the two singlet LF states 1T1g and

Table 5. Relative Energies of the Most Important LF and CT Excited States in Cr(CO)6

method 1T1g
1T2g a1T2u a1T1u b1T2u b1T1u

CASPT2(10,16) 4.92 5.35 3.88 4.31(0.20) 4.68 5.16(2.44)

MS-CASPT2(10,16) 4.92 5.35 3.87 4.29(0.42) 4.69 5.18(2.18)

RASPT2(10,3,3;5,0,11)a 4.50 4.94 3.47 3.89(0.22) 4.26 4.91(2.55)

RASPT2(10,3,3;5,0,11)b 4.65 5.09 3.62 4.03(0.22) 4.41 5.06(2.54)

RASPT2(10,5,5;5,0,11)c 4.86 5.28 3.69 4.11(0.22) 4.47 5.10(2.53)

RASPT2(10,5,5;5,0,11)d 4.88 5.31 3.71 4.14(0.22) 4.50 5.12(2.54)

RASPT2(10,7,7;5,0,11)e 4.92 5.35 3.74 4.16(0.22) 4.61 5.14(2.54)

RASPT2(10,0,2;0,10,6) 4.92 5.35 4.06 4.50(0.17) 4.89 5.43(2.37)

RASPT2(10,0,3;0,10,6) 4.92 5.35 3.87 4.30(0.20) 4.67 5.14(2.47)

RASPT2(10,0,4;0,10,6) 4.92 5.35 3.86 4.29(0.20) 4.67 5.14(2.43)

RASPT2(10,0,2;0,10,14) 4.75 5.08 3.96 4.40(0.20) 4.83 5.27(2.56)

RASPT2(10,0,3;0,10,14) 4.98 5.23 4.07 4.50(0.20) 4.91 5.43(2.61)

RASPT2(10,0,4;0,10,14) 4.98 5.23 4.07 4.50(0.20) 4.91 5.42(2.57)

MS-RASPT2(10,0,4;0,10,14) 4.98 5.23 4.06 4.47(0.46) 4.91 5.45(2.26)

exptf 4.44(0.25) 5.48(2.3)
aUsing SD for GS. bUsing SDT for GS. cUsing SDTQ for GS. dUsing SDTQ5 for GS. eUsing either SDTQ56 or SDTQ567 for GS. f From Beach and
Gray.43
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1T2g, both corresponding to a 2t2g f 6eg excitation, and four
MLCT states a,b1T1u and a,b1T2u, corresponding to excitations
out of 2t2g into either 9t1u or 2t2u. All calculations were
performed within D2h symmetry but with extra restrictions to
prevent mixing of orbitals belonging to different representations
withinOh. State-average calculations were performed for the two
LF excited states 1T(1,2)g and for the four MLCT states a,
b1T(1,2)u, since these sets of states belong to the same symmetry
species within D2h. The calculations were performed for the
experimental octahedral structure of Cr(CO)6 with a Cr�C
bond distance of 1.914 Å and a C�O distance of 1.140 Å.50 The
results are collected in Table 5.
The first two lines in Table 5 contain the CASPT2 data for the

excitation energies and oscillator strengths obtained starting
from the CAS(10,16) reference space. Both single-state and
multistate (MS-CASPT2) results are given, the latter allowing for
remixing of the wave functions of the pairs of 1T1u and

1T2u states
under the influence of dynamical correlation (i.e., the CASPT2
treatment).51 One can see that the energetic effect of the MS
algorithm is very limited, whereas its effect on the relative
oscillator strength of both allowed (1T1u) CT transitions is more
significant. In fact, in absolute terms both pairs of oscillator
strengths quite closely agree with experiment (the last line in
Table 5). At the single-state level, the relative intensity of the
second with respect to the first 1T1u state is slightly too high (12.2
versus 9.2 experimentally), whereas the MS treatment over-
corrects, leading to a too small ratio (5.2). A detailed overview
of the calculated excitation energies and corresponding spectral
intensities at different computational levels for the two main
bands in the UV absorption spectrum of Cr(CO)6 was reported
very recently.47We note that the values of the oscillator strengths
obtained from the present CASPT2(10,16) calculations are,
together with the DFT/MRCI results from ref 47 (0.234 for
a1T1u, 2.203 for b1T1u), superior to any of the previously
calculated values for this property. The same is, however, not
the case for the CASPT2(10,16) excitation energies. As Table 5
indicates, the calculated excitation energies are too low, with the
largest error, 0.30�0.32 eV, for the b1T1u state. Even though the
present and previous CASPT2 calculations show an accuracy
which is good enough to provide a qualitative correct assigment
of the Cr(CO)6 UV absorption spectrum, there is obvious room
for improvement, coming from RASPT2 calculations with an
extended active space.
Before moving to these calculations it is, however, necessary to

test the accuracy that can be obtained with different RAS(10,16)
subpartitions/excitation levels with respect to the full CASPT2-
(10,16) results. In Table 5 two different RAS(10,16) subpartions
have been considered. In the first case, RAS2 is empty, and the
different states in the spectrum are described by RAS1f RAS3
excitations, starting from the closed-shell HF wave function of
the ground state and allowing different maximum excitation
levels. Since a single RAS1f RAS3 excitation is involved already
in the primary configuration of all excited states, the excitation
levels given in Table 5 are uneven, i.e., an even number (doubles,
quadruples, ...) to describe correlation on top of the single
excitation creating the open shell. When comparing the energy
of the excited states to the energy of the closed-shell ground state,
it is not obvious a priori whether the same or one lower excitation
level should be used for the latter state. Results of both approaches
have therefore been included in Table 5. Their difference reflects
the effect of the additional excitation on the ground-state correla-
tion treatment and disappears as the latter treatment converges.

As the results indicate, these RASPT2 calculations suffer from the
same problems as noted already for the calculations with empty
RAS2 for ferrocene, i.e., (a) slow convergence of the relative
energies with the excitation level, and (b) the convergence limit
(both for the excitation energies and oscillator strengths) does not
equal the CASPT2 result, at least not for the CT excitations. The
origin of these failures has been analyzed in detail in the previous
section (Section 3.2). As for ferrocene, considerably better results
may be obtained by including in RAS2 the 10 orbitals involved in
the covalent Cr�CO interactions, leaving RAS1 empty and
including only the t1u and t2u shells in RAS3. As can be seen from
Table 5, the RASPT2(10,0,m;0,10,6) results are converged
already at the SD excitation level for the LF states (adding triples
cannot affect the energy of these gerade states as all RAS2 f
RAS3 excitations are g f u) and at the SDT level for the CT
states, with excitation energies and oscillator strengths that are
virtually equal to the corresponding CASPT2(10,16) results. As a
general rule, we would therefore like to state again that, in order
to obtain accurate RASPT2 results for relative energies in (first-
row) TM systems, all ligand orbitals involved in covalent metal�
ligand interactions should be kept together with the metal 3d
orbitals in the RAS2 space.
Starting from the second set of RASPT2 calculations, the

global active space can now straightforwardly be extended with
additional RAS3 orbitals that might be expected to play an
important role in the correlation treatment, i.e., (a) an extra
3d0 shell (t2g, eg) providing an improved description of the 3d
double-shell effect, and (b) the remaining CO π* orbitals of t1g
symmetry. RASPT2 results obtained with this RAS(10,0,
m;0,10,14) space are shown in the last block in Table 5. One
can see that up-to-triple RAS2 f RAS3 excitations are now
necessary to reach convergence for both the LF and CT states. At
the SDT or SDTQ level, the RASPT2 results obtained with this
24-orbital active space are, however, significantly different from
the corresponding 16-orbital results. This is particularly true for
the four CT states, which are blue-shifted by 0.2�0.3 eV. The
calculated excitation energies of the two allowed 1T1u states now
approach their experimental band positions to within 0.06 eV;
after allowing remixing in a MS treatment, the difference is
further decreased to 0.03 eV. The effect of extending the active
space on the calculated oscillator strengths is hardly significant.
On the whole, the present calculations clearly illustrate the added
value of RASPT2 with respect to CASPT2 for the accurate
description of the electronic spectra of organometallic systems.
3.4. Spin-State Energetics in Ferrous Porphyrin. Because of

the important role played by iron porphyrins in biological
processes (as the active centers or prosthetic groups of heme-
proteins), the electronic structure of the Fe(II) ion in ferrous
porphyrins has since long been the subject of experimental and
theoretical investigations. The most important experimental data
were collected already many years years ago, between 1972 and
1985.52�60 On the other hand, computational chemists became
interested in the problem since the beginning of the 1980s and by
now a large number of computational studies have been
reported.14,21,61�73 With six 3d electrons, the ground-state spin
multiplicity of Fe(II) complexes may be either low-, intermedi-
ate-, or high-spin (S = 0, 1, or 2, respectively). In Fe(II) por-
phyrins, all three spin states may occur, depending on the
coordination number and the environment of the iron ion.
Experimental data52�54 for the four-coordinate ferrous porphyr-
ins tetraphenylporphinatoiron(II) (FeTPP)52 and octaethylpor-
phinatoiron(II) (FeOEP)54,55 pointed to a triplet ground state
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but disagree on the details of the electronic configuration. For
FeTPP, a 3A2g ground state was indicated by M€ossbauer,52,56

magnetic,57 or proton nuclear magnetic resonance measure-
ments.53,58 On the other hand, resonance Raman spectra of
FeOEP were originally interpreted in terms of a 3Eg ground
state.54 The magnetic moments measured for these two com-
plexes, 4.4 μB for FeTPP, and 4.6�4.7 μB for FeOEP,55,59 are
considerably higher than the pure triplet spin value 2.83 μB. This
has been explained by the occurrence of one53,56,58 or two57 low-
lying triplet states (3Eg,

3B2g) mixing through spin�orbit cou-
pling (SOC) with the 3A2g ground state.
Obtaining accurate predictions of the spin state energetics in

ferrous porphyrins has been shown in the past to be a real
challenge for multiconfigurational perturbation theory (and
other wave function methods). So far, all attempts to describe
the relative energy of the low-lying states in free Fe(II) porphin
(denoted as Fe(P) in what follows) have invariably predicted a
high-spin ground state 5A1g. A first attempt by means of multi-
reference Møller�Plesset perturbation theory65 found the 5A1g

at 0.37 eV below the lowest triplet state, 3Eg. In a subsequent
CASPT2 calculation, the lowest triplet state was found to be 3A2g,
with 3Eg at 0.02 eV. However, the

5A1g state was now even further
stabilized with respect to the lowest triplet states, lying asmuch as
0.83 eV below 3A2g. In 2003, it was shown by Pierloot

14 that the
CASPT2 description of the relative spin state energetics may be
considerably improved by an adequate choice of the active space,
i.e., by including next to the Fe 3d orbitals, a set of five 3d0 orbitals
to describe the 3d double-shell effect as well as one Fe�N σ
bonding orbital to account for nondynamic correlation effects
associated with the covalent-bonding character of the Fe 3d�N(P)

σ bonds. With this CAS(8,11) space, the 3A2g�5A1g splitting was
reduced to 0.44 eV. In the same article, it was also shown that
including eight porphinπ orbitals (the four highest occupied and
four lowest unoccupied) in the active space does not affect the
spin state energetics to any significant extent. More recently, the
unbalanced description of the intermediate- and high-spin states
in Fe(P) could be partially traced back to the formulation of the
zeroth-order Hamiltonian Ĥ(0) in the original formulation of
CASPT2, which would systematically favor high-spin over low-
spin states. In 2004 the alternative IPEA modified Ĥ(0) was
proposed and implemented as the standard (IPEA shift of 0.25
au) in MOLCAS.31 Making use of the improved Ĥ(0) and more

extended basis sets, still using the same CAS(8,11) space as
before, the CASPT2 3A2g�5A1g splitting was further reduced to
0.19 eV (0.28 eV after correcting for the difference in zero-point
vibrational energy).21 A similar error was also found for the
splitting between the lowest triplet and quintet state in small
heme model systems (for which CCSD(T) results could be used
as a benchmark) and in the five-coordinated Fe(P)(Im) complex
(Im = imidazole).22 From this it was concluded that the CASPT2
method has a systematic error of around 0.2 eV in favor of the
high-spin state for ferrous heme complexes. Obviously, this error
can only be explained by either the limited size of the active space
or by limitations in the basis sets. Both options are explored in
this work.
3.4.1. Computational Details. The basis sets used in the most

recent CASPT2 calculations on Fe(P)21 already consisted of
quite extended ANO-rcc type sets. However, they did not
provide a fully balanced treatment of the porphin ring, in that a
larger contracted [4s3p2d1f] set on N was combined with a
smaller [4s3p1d] set on C. In this work, the contracted basis set
on C is also enlarged to [4s3p2d1f]. Other than that, the basis
sets used in this work (ANO-rcc contracted to [7s6p5d3f2g1h]
for Fe, [4s3p2d1f] for N, C, and [3s1p] for H) are the same as in
ref 21.
CASPT2/RASPT2 calculations were performed for 11 low-

lying states in Fe(P), with varying occupations of the Fe 3d
orbitals and with different spins (S = 0�2). The orientation of
the molecule in the xy-plane as well as the symmetry (inD4h) and
occupations numbers of the Fe 3d orbitals in the three lowest-
lying states are shown in Figure 1. All calculations were per-
formed at structures obtained from DFT, making use of the
PBE0 functional and extended basis sets (def2-QZVPP on Fe,
and def2-TZVPP on other atoms) and employing the Turbo-
mole code.74,75 Geometry optimizations were performed within
D4h symmetry, except for the 3Eg(A) and

5Eg states, for which
D2h symmetry was used (pointing to a very weak Jahn�Teller
distortion). Individual DFT structures could be obtained for all
states reported in Table 6, except for the second 3Eg(B) state, the
1Eg state, and the two open-shell singlet states

1A1g(A) and
1A2g.

The CASPT2/RASPT2 calculations for the 3Eg(B) and 1Eg
states were performed using the structure of the lower-lying
3Eg(A) state, whereas for the open-shell singlets the structure
of the 3A2g state (belonging to the same configuration) was used.

Figure 1. (a) Molecular structure of Fe(P), (b�d) orbital occupancy in the 3A2g,
3Eg(A), and

5A1g states.
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3.4.2. Results and Discussion. The results of the CASPT2/
RASPT2 calculations performed in this work are presented in
Table 6. All reported energies are relative to the 3A2g state, which
was found to be the lowest triplet at all calculational levels, with
the lowest 3Eg(A) state a 0.08�0.09 eV.
First, a set of CASPT2 calculations was performed based on

the CAS(8,11) space described above. As expected, these calcu-
lations predict a high-spin, 5A1g ground state (with orbital
occupancies shown in Figure 1c). Somewhat surprisingly, however,
the 3A2g state is calculated at 0.09 eV, as compared to 0.19 eV in our
(latest) previous CASPT2 study.21 The difference between these
two sets of results is due exclusively to the larger basis sets used in
the present calculation.
Next, the CASPT2 calculations based on the CAS(8,11) space

were confronted with a set of RASPT2 calculations making use of
the same global active space RAS(8,11), however with the five Fe
3d0 orbitals placed in RAS3. With the excitation level limited to
SD, this active space is noted as (8,0,2;0,6,5). From our previous
RASPT2 benchmark study,6 we have learned that the 3d double-
shell effect may be reasonably well described (i.e., to within
0.1�0.2 eV as compared to the full CASPT2) with the correlat-
ing 3d0 shell moved from RAS2 to RAS3 and allowing only SD
excitations. This finding is confirmed by the present results.
Table 6 shows that moving the Fe 3d0 shell from RAS2 to RAS3
does not significantly affect the results obtained for the triplet and
open-shell singlet states. The closed-shell 1A1g(B) state is
calculated 0.05 eV lower with RASPT2 than with CASPT2.
However, a larger difference, 0.10 eV, is found for the quintet
states. This difference is in line with previous results found for the
Ni atom and copper tetrachloride,6 where differences of 0.1 eV
between CASPT2 and RASPT2 were generally considered
acceptable. However, in the present case the consequence is a
further increase of the error on the 5A1g�3A2g splitting at the
RASPT2 level.
By putting the 3d0 shell in RAS3 we can, however, extend the

global size of the RAS space to RAS(34,35), i.e., RAS(8,11)
supplemented with the full set of 24 porphin π orbitals, contain-
ing 26 electrons. The 13 doubly occupied porphinπ orbitals were
put in RAS1, whereas the 11 π* were added to the Fe 3d0 orbitals
in RAS3. The results of this set of RASPT2(34,2,2;13,6,16) calcula-
tions are compared to the corresponding RASPT2(8,0,2;0,6,5)
results in Table 6. Obviously, including the porphin π system
in the active space does not significantly alter the relative energy
of the different Fe 3d6 states in this ferrous porphin. The three
lowest-lying states are hardly affected, whereas for the higher

states, differences of at most 0.05 eV are found between the two
sets of results.
As a next option, we decided to run a set of CASPT2

calculations based on an active space of 15 orbitals and including
16 electrons, i.e., the CAS(8,11) space was extended with the Fe
semicore (3s,3p) orbitals. It has been known for a long time76

that intershell correlation effects between the 3d and the (3s,3p)
shells may have a considerable effect on the relative energy of
different low-lying states in first-row TM ions and their com-
plexes. However, even if the first study of this effect already
indicated that the CASPT2 results for the relative energies of
different dn states in TM ions are systematically (slightly)
improved when including the semicore shells in the active space,
this type of correlation has since then almost invariably been
treated at the CASPT2 rather than at the CASSCF level. An
obvious reason for this is that making four more orbitals active on
top of all other, more important, valence and 3d0 orbitals would
in many cases result in an active space which is too large to be
handled by CASSCF/CASPT2. This is not the case here. Due to
the high symmetry of Fe(P), CASPT2(16,15) calculations are
perfectly possible. Furthermore, we can make use of this oppor-
tunity to test whether the (3s,3p)�3d intershell correlation
effects may also be treated accurately by means of RASPT2
rather than CASPT2, i.e., by including the (3s,3p) shells in RAS1
and allowing up-to-doubles into the 3d shell. Relative energies
obtained from both sets of calculations, CASPT2(16,15) and
RASPT2(16,2,0;4,11,0), are given in Table 6. With exception of
one state (1A1g(A), showing a difference of 0.06 eV), the two sets
of results are close to within 0.01 eV, thus confirming that the
semicore (3s,3p) orbitals may conveniently be placed in RAS1
rather than in RAS2. Treating the intershell correlation effects
between the 3d and the (3s,3p) shells variationally by SD does,
however, significantly affect the calculated relative energies of a
number of specific states with respect to the 3A2g state, i.e., all
quintet states and the closed-shell 1A1g(B) state. As compared to
CASPT2(8,11), the energy of the three quintet states is increased
by 0.09�0.13 eV in the CASPT2(16,15) treatment, whereas the
1A1g(B) state is shifted upward by 0.12 eV. The triplet and the
open-shell singlet states are much less affected. As an important
consequence, the 3A2g state is now predicted as the ground state
of Fe(P), with both 5A1g and

3Eg(A) low-lying, within 0.1 eV.
The data presented in Table 6 are adiabatic, i.e., they refer to

CASPT2/RASPT2 energies obtained for optimized structures
(with DFT) for each separate state. These structures are quite dif-
ferent, in particular the Fe�N distances, for the intermediate-spin

Table 6. Adiabatic Relative Energies (eV) of the Low-Lying Electronic States of Fe(P)

state electronic configuration CASPT2 (8,11) RASPT2 (8,0,2;0,6,5) RASPT2 (34,2,2;13,6,16) CASPT2 (16,15) RASPT2 (16,2,0;4,11,0)

3A2g (dx2�y2)
2(dz2)

2(dxz,dyz)
2(dxy)

0 0.00 0.00 0.00 0.00 0.00
5A1g (dx2�y2)

1(dz2)
2(dxz,dyz)

2(dxy)
1 �0.09 �0.19 �0.20 0.04 0.05

3Eg(A) (dx2�y2)
2(dz2)

1(dxz,dyz)
3(dxy)

0 0.09 0.08 0.09 0.10 0.10
3Eg(B) (dx2�y2)

1(dz2)
2(dxz,dyz)

3(dxy)
0 0.87 0.86 0.91 0.92 0.92

5Eg (dx2�y2)
1(dz2)

1(dxz,dyz)
3(dxy)

1 0.12 0.01 �0.01 0.21 0.21
5B1g (dx2�y2)

2(dz2)
1(dxz,dyz)

2(dxy)
1 0.31 0.20 0.16 0.45 0.46

3B1g (dx2�y2)
1(dz2)

1(dxz,dyz)
4(dxy)

0 0.41 0.39 0.43 0.48 0.49
1A1g(A) (dx2�y2)

2(dz2)
2(dxz,dyz)

2(dxy)
0 1.29 1.30 1.30 1.30 1.24

1A2g (dx2�y2)
2(dz2)

2(dxz,dyz)
2(dxy)

0 1.31 1.31 1.31 1.30 1.29
1Eg (dx2�y2)

2(dz2)
1(dxz,dyz)

3(dxy)
0 1.34 1.31 1.33 1.34 1.34

1A1g(B) (dx2�y2)
2(dz2)

0(dxz,dyz)
4(dxy)

0 1.52 1.47 1.52 1.64 1.64
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states 3A2g,
3Eg (R(Fe�N) = 1.989 Å for both states) and the

high-spin state 5A1g (R(Fe�N) = 2.053 Å). When calculating
instead the vertical electronic spectrum at the 3A2g and 5A1g

structures, respectively, the 5A1g is only slightly raised at the
3A2g

structure, to 0.08 eV, but it becomes the ground state at its own
optimal structure, with both triplet states considerably raised in
energy, lying at 0.32 eV (3A2g) and 0.40 eV (3Eg) (with a second
quintet state, 5Eg, at 0.17 eV). With three close-lying states at the
3A2g structure (but not at the

5A1g structure), SOC may become
important enough to significantly influence the relative energy
between both structures. Moreover, mixing between the three
states under SOC may be responsible for the high ground-state
magnetic moment, 4.4�4.7 μB, observed experimentally for
FeTPP and FeOEP.55,59 Both premises were explored by treating
SOC within the manifold of the seven lowest LF states (all states
below 1.0 eV in Table 6), by means of the RAS state interaction
(RASSI)-SOC method29,77 making use of atomic mean-field
integrals (AMFI).78�80 The ground-state magnetic moment was
calculated making use of the method presented in ref 81. The
results of the calculations including SOC are presented in the
Supporting Information. At the 3A2g structure, the ground state
after SOC becomes a mixture of 3A2g (68%),

3Eg (13%), and
5A1g

(18%). The calculated magnetic moment is 4.43 μB, in close
correspondence with the experimental values of 4.4�4.7 μB. This
gives further support to the accuracy of the CASPT2(16,15)
results for the relative energies of the three low-lying states in
Fe(P). At the 5A1g structure the SOCwave function is found to be
predominantly quintet: 5A1g (91%) and

5Eg (5%), with a small
(3%) 3A2g contribution. A magnetic moment of 5.57 μB is
calculated for this state, slightly higher than the value for a pure
quintet spin, 4.9 μB, due to the orbital contribution of the

5Eg state.
After SOC, the energy of the 3A2g structure is stabilized by 0.06 eV,
the 5A1g structure by only 0.02 eV. As such, our ‘best’ estimate for
the relative energy of both structures becomes 0.08 eV!
3.5. Low-Lying States of Cobalt Corrole. Corrole is a

porphyrinoid compound in which one of the meso carbon atoms
has been removed and replaced by a direct pyrrole�pyrrole
bond. The remaining three meso positions remain occupied by
carbon atoms. When fully deprotonated, corrolate becomes a

trianionic ligand. The smaller trianionic corrolate ligand has a
greater ability to stabilize higher central metal oxidation states
than the larger dianionic porphyrinato ligand. On the other hand,
the corrolate ligand is also easily oxidizable and may transfer one
of its electrons to the central metal, e.g., in nickel and copper
corrole,9,82,83 to become itself ‘noninnocent’, i.e., a dianion radical.
These special properties of corrolate have driven an intense
investigation of TM corrole complexes.
Many experimental and theoretical studies have contributed to

the characterization of cobalt corrole systems.84�92 Based on the
magnetic moment (3.2 μB) and 1H NMR spectra (showing
strong paramagnetic shifts) the Co(OEC) (OEC = octaethyl-
corrole) system was characterized as an intermediate-spin Co-
(III)(S = 1) center coordinated by a corrolate3� ligand in a square
planar coordination environment.84 The corrole was in this system
clearly indicated as an innocent ligand. As such, the cobalt(d6)
atom in Co-corrole is isoelectronic with the iron(d6) atom in Fe-
porphyrin, and one would a priori expect a similar electronic
structure. An early spin-unrestrictedDFT (BP86 functional) study
of the electronic structure of unsubstituted Co-corrole confirmed
that the electronic ground state indeed also has intermediate-
spin state (S = 1), corresponding to an electronic configuration
(dx2�y2)

2(dz2)
2(dxz,dyz)

2.93 A low-lying singlet state is found at
0.26 eV, whereas the lowest quintet state is calculated at 1.08 eV.
All three states were found to have the same (+3) oxidation state
on cobalt. The lowest singlet state is an open-shell state corre-
sponding to the same configuration as the triplet ground state
(cf. the lowest singlet state in iron porphin; see previous section).
However, unlike iron porphin, the lowest quintet state is in Co-
corrole much higher-lying and does not correspond to a Co(III)
high-spin configuration. Instead, a π f π* transition is found to
give rise to the lowest quintet excited state. That the σ antibonding
3dxy orbital does not easily become occupied in Co-corrole may be
explained by the rigid trianionic-ligand framework of corrolate,
with a smaller cavity and corresponding stronger σ donation than
the porphinate ligand in Fe-porphin.
In this work we report the results obtained from a comparative

CASPT2 versus RASPT2 study of the ground state and a selected
set of low-lying excited states of unsubsituted cobalt corrole,
denoted as Co(C) (see Figure 2 for the structure (C2v) and
orientation of the axes). For the ground state, both CASPT2 and
RASPT2 confirm the previous DFT prediction of a triplet
Co(III) state 3B1 with an electronic configuration of (dx2�y2)

2-
(dz2)

2(dxz)
1(dyz)

1. Rather than considering other Co(III) states
we have focused here on the possible occurrence of low-lying
Co(II)-(C)•2� radical states. Starting from the 3B1 ground state,
we have considered excitations out of the two highest corrolate π
orbitals of symmetry a2 and b2 into the cobalt 3dxz orbital, giving
rise to either ferro- or antiferromagnetic coupling between the
remaining singly occupied cobalt 3dyz orbital (residing in the
representation a2) and an a2 or b2 corrole π-radical. Of course,
other low-lying Co(II) states, corresponding to different
(dx2�y2)

2(dxz,dyz,dz2)
5(C)π1 arrangements, are also possible.

A more complete description of the Co(C) spectrum will be
provided in a separate paper.
3.5.1. Computational Details. Single point CASPT2/

RASPT2 calculations were performed on structures obtained
from DFT (in its unrestricted formalism, employing the PBE0
functional) using TZVP basis sets on all atoms. C2v symmetry
was maintained in all geometry optimizations. For conformity
with iron porphin (previous section) the molecule was placed in
the xy-plane with the x-axis as the C2 axis (Figure 1).

Figure 2. Molecular structure of cobalt corrole.
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The active space used in the CASSCF/CASPT2 calculations
was constructed similarly as for the iron porphin presented in the
previous section, i.e., with eight electrons distributed over the
cobalt 3d, 3d0, and the bonding σ(Co�N) orbital. However,
since the 3dxy orbital is in this case unoccupied in all considered
states, its correlating 3d0xy orbital was not included. This gives a
CAS(8,10) space. On top of this, to consider also Co(II)-(C)•2�

radical states the two highest-occupied π orbitals of the corrole
(a2, b2) and their correlating π* orbitals were made active,
leading to a CAS(12,14) space.
RASPT2 calculations were performed with three global active

spaces: the original (12,14) space and two larger spaces, con-
structed by extending this (12,14) space either with all or with a
selection of the remaining corrole π and π* orbitals, giving
respectively a RAS(34,33) or RAS(26,25) space. The latter active
space lacks the four occupied corrole π and their four correlating
π* orbitals built as combinations of the 2pπ orbitals of the eight β
carbons of the corrole rings (a plot of these orbitals can be found
in the Supporting Information). A similar active space was
employed in a recent RASPT2 study of the iron-oxo porphyrins
FeO(P)+ and FeO(P)Cl.10 The presence of an axial oxo ligand in
these complexes put higher demands on the size of the RAS2
space (which has to contain the six orbitals involved in the very
covalent FeO bond), thus precluding the use of a RAS space
including all porphin π and π* orbitals. The present test
calculations with the smaller RAS(26,25) therefore serve as a

(additional) check for the quality obtained from the RASPT2
calculations on these iron-oxo systems.
For the Co(C) calculations in this work, three different

subpartitions of the global RAS space were considered. In all
three cases, the four Co 3d0 orbitals and all active π* orbitals were
collected in RAS3, which thus consists of 6 orbitals in all
RAS(12,14) calculations, 10 orbitals in all RAS(26,25) calcula-
tions, and 14 orbitals in all RAS(34,33) calculations. Also, the two
singly occupied orbitals in each of the open-shell Co(II)π-radical
cation states were systematically put in RAS2, thus avoiding the
strict need of including up-to-triple excitations out of RAS1 and
into RAS3, which would become computationally too demand-
ing for the two largest active spaces. Next to these two state-
specific orbitals, the smallest RAS2 space only contains the
bonding and antibonding orbitals involved in the covalent Co
3dxy�corrole σ interaction. The second option for RAS2 is to
include all four orbitals that become singly occupied in any of the
five considered states, i.e., corrole π HOMO (a2, b2), and the
cobalt 3dxz, 3dyz orbitals. Adding also the (σ,σ*) couple gives
a six-orbital RAS2. The largest RAS2 considered includes on top
of this the two remaining, doubly occupied, Co 3dz2, 3dx2�y2

orbitals.
3.5.2. Results and Discussion. A first series of RASPT2

calculations was performed based on the (12,14) active space,
and considering only triplet states: the Co(III) ground state
3B1((dxz)

1(dyz)
1) and the two excited states 3B1,

3A1 with
configuration ((dxz)

2(dyz)
1) on Co(II) coupled ferromagneti-

cally to either a corrole b2 or a2 π radical. The goal of these
smaller calculations is two-fold: (a) to explore the minimum size
of the RASSCF reference wave function that would be needed to
obtain an accuracy which is close to the parent CASPT2 result, by
systematically varying the size of RAS2 and the excitation level l,
m, and (b) to investigate the effect of the optimization level of the
active orbitals on the relative energies obtained from CASPT2/
RASPT2. A similar exercise was already performed for CrF6 in
Section 3.1. Here, we decided to investigate this point further by
comparing the results from two sets of CASPT2 and RASPT2
calculations, starting from reference wave functions in which only
the CI coefficients are optimized (allowing up to full CI) but
making use of orbitals obtained from either the full CAS(12,14)
calculation or from the corresponding RAS(12,2,2;4,4,6),
RAS(12,2,2;2,6,6), or RAS(12,0,2;0,8,6) calculation. The results
of these RASPT2(12,14) calculations are shown in Table 7. As
can be seen from this table, the differences between the calcu-
lated relative energies with the two sets of orbitals are relatively
small, 0.06 eV or less. This further confirms that RASSCF orbitals
obtained from an SD calculation may rather safely be used to
obtain reference wave functions with a higher excitation level,
without a strict need for further (time-consuming and generally
poorly convergent) orbital optimizations.
Turning next to the different excitation levels in Table 7, we

first note that the full CI reference wave function of the RASPT2
results shown in the rightmost column of this table is equal to the
CASSCF wave function giving rise to the CASPT2 data in the
leftmost column (i.e., both wave functions are built from the
same orbitals and contain exactly the same number of config-
uration state functions). Any difference between both sets of
results therefore should be traced back to the different perturba-
tional treatment and more specifically to the neglect in RASPT2
of the off-diagonal Fock matrix elements connecting active
orbitals belonging to different RAS subspaces. For a more
detailed discussion of this phenomenon, see Section 3.2.

Table 7. Relative Energy (eV) of Selected Low-Lying Triplet
Electronic States of Co(C) with Respect to the 3B1 Ground
State. a

CI based on CASSCF orbitals

CASPT2 SD SDT SDTQ full CI

RASPT2(12,l,m;4,4,6)
3B1((dyz)

1(b2)
1) 0.29 0.43 0.37 0.36 0.36

3A1((dyz)
1(a2)

1) 0.78 0.95 0.88 0.87 0.86

RASPT2(12,l,m;2,6,6)
3B1((dyz)

1(b2)
1) 0.29 0.36 0.29 0.28 0.28

3A1((dyz)
1(a2)

1) 0.78 0.88 0.80 0.78 0.78

RASPT2(12,0,m;0,8,6)
3B1((dyz)

1(b2)
1) 0.29 0.35 0.29 0.28 0.28

3A1((dyz)
1(a2)

1) 0.78 0.87 0.79 0.78 0.78

CI based on RASSCF/SD orbitals

CASPT2 SD SDT SDTQ full CI

RASPT2(12,l,m;4,4,6)
3B1((dyz)

1(b2)
1) 0.29 0.42 0.37 0.36 0.36

3A1((dyz)
1(a2)

1) 0.82 0.98 0.92 0.90 0.90

RASPT2(12,l,m;2,6,6)
3B1((dyz)

1(b2)
1) 0.33 0.38 0.32 0.31 0.31

3A1((dyz)
1(a2)

1) 0.85 0.92 0.85 0.84 0.84

RASPT2(12,0,m;0,8,6)
3B1((dyz)

1(b2)
1) 0.33 0.37 0.32 0.31 0.31

3A1((dyz)
1(a2)

1) 0.85 0.91 0.85 0.84 0.84
a Single point CASSCF/CASPT2 and RASSCF/RASPT2 (CI only)
calculations.
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The differences between the RASPT2 allowing up to full CI and
CASPT2 results are significant, 0.07�0.08 eV, only for the
calculations with the smallest RAS2, where the two sets of orbitals
(3dxz, 3dyz) and the corrole π HOMO orbitals of the same
symmetry (b2, a2) are divided over RAS1 and RAS2. After including
both sets of orbitals in RAS2, the RASPT2 calculations almost
exactly converge (with increasing excitation level) to the CASPT2
results. The differences between the RASPT2 results obtained with
the six- and eight-orbital RAS2 (the latter containing two extra cobalt
3d orbitals) are insignificantly small at all excitation levels.With these
two RAS2 spaces, the difference between the CASSCF (or full CI)
and the more limited RASSCF wave functions essentially comes
down to a less complete description of the 3d double-shell effect and
of corrole π�π* correlation in the latter wave function. As can be
seen, up-to-triple RAS2fRAS3 excitation is necessary but sufficient
to bring the RASPT2 results to within 0.02 eV of the corresponding
full CI RASPT2 results. The difference between the SD and full CI
results is of the order of 0.1 eV. Differences of the same order of
magnitude were also found for the energy differences between
different (d6) spin states in Fe(P) (Section 3.4), and will also be
met in the next section, when trying to describe the relative energy of
different low-lying states in FeO and FeO�.
From the results in Table 7, it may therefore be concluded that

it takes a six-orbital RAS2 combined with SDT excitations to
obtain RASPT2 results that essentially match CASPT2. Unfor-
tunately, the combination of these two conditions gives rise to
very large RASSCFwave functions when extending the size of the
global RAS space to more than twenty or so orbitals.
In Table 8 we compare the RASPT2 results obtained with the

three global RAS spaces for both the ferromagnetic 3B1 and
3A1

and antiferromagnetic 1B1 and
1A1 Co(II)(C)

•2� states. Both the
four- and six-orbital RAS2 were used, allowing up-to-triple
excitations for the two smallest RAS spaces but only up-to-
doubles for the largest global RAS space. Comparing first the data
with the two largest RAS spaces, we find differences of at most
0.1 eV between the numbers obtained with the same RAS2. The
effect of triples is, for the global RAS(26,25) space, of the same
order of magnitude, around 0.05 eV. On the whole, the combina-
tion of all data collected in both tables for Co(C) indicate that,
for complicated electronic situations, such as the present cobalt
corrole system with its different metal oxidation states in an
extended π-delocalized ligand system, computational limitations
still prevent the full exploitation of the possibilities of RASPT2,
and the compromises that have to be made in the construction of
the RAS space may lead to errors of around 0.2 eV.

This, however, does not alter the fact that very valuable results
may be obtained with this method, pointing to deficiencies in the
CASPT2 method that are the result of too limited active spaces.
Two such deficiencies are eminent from the results in Table 8.
First, from a comparison between the results obtained with the
(12,14) and the more extended active spaces, it is clear that the
relative energy of the a2 versus b2 π-radical states is not well
described when including in the active space only the ‘Gouterman’
set of two π and two π* orbitals. The energy of the 3,1A1 (a2
radical) states remains virtually constant when extending the
active space with extra π orbitals. However, the 3,1B1 states (b2
radical) are quite strongly (about 0.25 eV) shifted upward in the
RASPT2 calculations with more extended active spaces. We
believe that this failure of CASPT2 to correctly reproduce the
splitting between the a2 and b2 radical states should be brought
back to an unbalanced treatment of corrole π�π* correlation
when only four π orbitals are active. In the Co(III) ground state,
allπ orbitals are doubly occupied, and those two (π,π*) pairs that
give rise to the largest correlation energy enter the active space.
However, these are not (necessarily) also the HOMO π orbitals,
i.e., the ones that are most easily depopulated and therefore
become active in the open-shellπ-radical states. A plot of the four
active corroleπ orbitals in the CAS(12,14) treatment of the three
triplet states is presented in Figure 3. One can see that these
orbitals indeed quite strongly change shape between the different
states considered.
A second failure of CASPT2 concerns the description of the

magnetic coupling in the Co(II) π-radical states. Two cases
should be distinguished here. In the 3,1B1 states, the coupling
occurs between two electrons residing in orbitals that are
mutually orthogonal: b2(dxz) and a2(π). As the orbitals are
strictly orthogonal, the coupling should be weakly ferromagnetic.
As can be seen from Table 8, this is corroborated by the
RASPT2(26,25) and RASPT2(34,33) results, with the 3B1 state
lying below 1B1 by 0.02�0.03 eV. On the other hand, making use
of the smaller (12,14) space, both CASPT2 and RASPT2
incorrectly predict the coupling to be weakly antiferromagnetic.
In the second case, the a2 π-radical states

3,1A1, the interaction
occurs between two orbitals that are weakly overlapping. As such,
antiferromagnetic coupling is expected and confirmed by all
results in Table 8. However, here the absolute value of the
magnetic coupling is overestimated quite strongly with CASPT2,
predicting a 3A1�1A1 energy gap of more than 0.3 eV. This gap is
decreased to 0.2 eV or less when extending the active space with
extra corrole π* orbitals.

Table 8. Relative Energy (eV) of Selected Low-Lying Electronic States of Co(C) with Respect to the 3B1 Ground State
3B1((dyz)

1(b2)
1) 1B1((dyz)

1(b2)
1) 1A1((dyz)

1(a2)
1) 3A1((dyz)

1(a2)
1)

CASPT2(12,14) 0.29 0.29 0.43 0.78

RASPT2(12,2,2;4,4,6) 0.42 0.39 0.67 0.98

RASPT2(12,3,3;4,4,6) 0.37 0.34 0.60 0.92

RASPT2(12,2,2;2,6,6) 0.38 0.35 0.61 0.92

RASPT2(12,3,3;2,6,6) 0.32 0.29 0.53 0.85

RASPT2(26,2,2;11,4,10) 0.61 0.63 0.70 0.90

RASPT2(26,3,3;11,4,10) 0.60 0.62 0.69 0.89

RASPT2(26,2,2;9,6,10) 0.61 0.63 0.65 0.86

RASPT2(26,3,3;9,6,10) 0.58 0.60 0.59 0.81

RASPT2(34,2,2;15,4,14) 0.60 0.62 0.63 0.80

RASPT2(34,2,2;13,6,14) 0.67 0.70 0.69 0.86
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As a final note, we should also mention that the same two
obvious failures of CASPT2 were already observed before when
describing the relative energy of different electromers of copper
corroles9 and of iron�oxo porphyrins.10 Obviously, even with its
non-negligible error bars, the RASPT2 method has clear advan-
tages over standard CASPT2 calculations also for these com-
plicated cases.
3.6. Double-Shell Effects in the Low-Lying States of FeO

and FeO�. The iron�oxygen bond constitutes an important
aspect of biological transportation and catalysis. This has been the
prime motivation for many experimental and theoretical studies
about the electronic structures of small iron oxides clusters in the
gas phase.23,94�100 The electronic structure of iron monoxide and
its singly charged anion is particularly challenging because of the
high density of low-lying states in both systems.23,100 A theoretical
multiconfigurational approach based on the CASPT2method was
used only recently to describe the electronic structure of FeO/
FeO� and to provide an interpretation of the photoelectron
spectrum of the anion starting from a 6Σ+ ground state.23 How-
ever, this CASPT2 assignment was shown to contradict the high-
resolution autodetachment spectrum of FeO� which indicates
that rather the 4Δ state is the ground state of the anion.100 In a very
recent ab initio study, high-level single-reference (RCCSD(T))
and multireference (MRCI) results were presented, confirming
the CASPT2 prediction that the 6Σ+ state is situated below the 4Δ
state.101 However, as the calculated energy difference between
both states is extremely small (0.05 eV with R-CCSD(T), includ-
ing Fe (3s,3p) correlation and scalar relativistic effects), it is
proposed that 6Σ+ could be embedded in the SOC components
of 4Δ.
In a qualitative orbital scheme for FeO the oxygen 2p orbitals

give rise to bonding doubly occupied molecular orbitals, while
the remaining six valence electrons are distributed among the

predominantly iron 3d and 4s orbitals. Of these, the two lowest
lying levels, 9σ and 1δ, are nonbonding, while the higher-lying
4π orbitals and in particular the 10σ orbital are antibonding.
Occupying all six valence orbitals by one electron with parallel
spin results in a 7Σ+ (9σ11δ24π210σ1) state. By transferring an
electron from the most strongly antibonding 10σ orbital to the
nonbonding 9σ or 1δ levels the 5Σ+ (9σ21δ24π210σ0) and 5Δ
(9σ11δ34π210σ0) states are reached. The latter state is generally
considered as the ground state of FeO. For the corresponding
FeO� anion, this orbital picture leads to three possible low-lying
electronic states obtained by placing the extra electron in one of
the nonbonding orbitals 9σ or 1δ. Starting from the neutral 7Σ+

state, this gives 6Σ+ (9σ21δ24π210σ1) or 6Δ (9σ11δ34π210σ1)
states, while both quintets may accept the extra electron to form
the same low-lying 4Δ (9σ21δ34π210σ0) state.
The original CASPT2 calculations23 were performed with an

active space of 14 orbitals, consisting of nine valence orbitals O
2p, Fe (3d,4s) and extended with five virtual orbitals of σ, π, δ
symmetry. Although initially intended to describe the Fe 3d
double-shell effect, the extra σ, π orbitals turned out to have
strongly mixed Fe 3d/O 3p character, the latter even providing
the most dominant contribution. A more balanced description
should include both the double-shell effect on iron and the
oxygen anion. This would then give rise to an active space of 17
orbitals, accommodating either 12 (FeO) or 13 (FeO�) elec-
trons. CASPT2 calculations with such a large active space are
computationally expensive, in particular if they have to be
combined with the optimization of geometrical parameters.
Therefore we decided to investigate instead the possibilities of
RASPT2, using an active space in which the double-shell effect on
both atoms is described by an active space with the appropriate
correlating orbitals placed in theRAS3 subspace.Moreover, given the
option for a larger active space in RASSCF, we also chose to include

Figure 3. Four HOMO�LUMO π orbitals (as obtained from the CAS(12,14) calculations) for the selected triplet Co(Cor) states. The contour values
are (0.04 e/au3.



3974 dx.doi.org/10.1021/ct200597h |J. Chem. Theory Comput. 2011, 7, 3961–3977

Journal of Chemical Theory and Computation ARTICLE

the O (2s,3s) shells, thus obtaining a RAS(14/15,0,m;0,10,9)
including all FeO valence orbitals in RAS2 and their correlating
shells in RAS3. Calculations with an excitation level m = 2�6
were performed.
The molecular orbitals and the Fe�O bond distance were

optimized only for the SD calculations, while single-point CI
calculations were performed for the higher excitation levels,
employing the orbitals and Fe�O distances from the opti-
mized SD calculations. Calculations were performed with ANO-
rcc basis sets,25,26 using a very extended contraction scheme:
[10s9p8d6f4g2h] for iron and [8s7p4d3f2g] on O. The results
obtained from this work are presented in Table 9, where they are
compared to the results from our previous CASPT2 study.23

Considering first the calculated Fe�Obond distances, one can
observe a significant bond shortening when going from CASPT2
to RASPT2. The largest differences, 0.015 Å, are found for the
FeO� 4Δ, 6Δ states. The Fe�O distances obtained from
RASPT2 show a very clear pattern: Very similar distances,
1.671�1.677 Å, are obtained for the high-spin states of both
molecules, whereas the calculated distances for all low-spin states
are considerably shorter, 1.611�1.620 Å, but also these values
differ by less than 0.01 Å among themselves. The reason for this
observation lies in the occupation of the strongly antibonding
10σ orbital in the high-spin states, and the fact that among
themselves, both the low- and high-spin states only differ in the
occupation of the 9σ and 1δ nonbonding orbitals. A similar
pattern is also found at the CASPT2 level, although the differ-
ences are here somewhat larger.
Table 9 also shows that the different low-lying states of FeO

and FeO� are indeed close in energy, lying within a range of
0.4 eV for each of the methods used. For FeO, all calculations
confirm the generally accepted assignment of a 5Δ ground state.
At the CASPT2 level the 6Σ+ state was calculated as the ground
state of FeO�. This assignment was, however, disputed100 based
on its experimental autodetachment spectrum,94 showing a fully
rotationally resolved fine structure that can only originate from a
ground state with the spin�orbit fine structure characteristic of
a 4Δ state. As one can see from Table 9, the energy difference

between the two candidate ground states of FeO� is substantially
reduced when introducing a more complete description of the
double-shell effect in the RASPT2 calculation. A similar trend is
found for all other low-spin states, which are all stabilized by
around 0.1 eV in RASPT2 as compared to CASPT2. On the
other hand, the relative energy between the two high-spin states,
7Σ+ � 6Σ+ is slighly higher with RASPT2(SDTQ) than with
CASPT2. Convergence of the RASPT2 results is essentially
reached at the SDTQ level. It should be noted though that the
differences between the lower excitation levels in RASPT2 are
quite significant, up to 0.16 eV between SD and SDTQ, and show
oscillating behavior with the excitation level in case of the 6Δ
state. Similar (although generally smaller) errors in the RASPT2-
(SD) description of the Fe 3d double-shell effect were already met
in case of Fe(P) (Table 6). It should be clear from these and other
RASPT2 results in this work (e.g., the test results for Co(C) in
Tables 7 and 8) that uncertainties of 0.1�0.2 eV on relative
energies are to be expected from RASPT2 when limiting the
excitation levels out of RAS1 and intoRAS3 to only SD. Such error
bars become particularly bothersome when trying to describe the
relative energy of close-lying states, as is the case here.
An important observation from the results in Table 9 is also

that the two states 4Δ and 6Σ+ in FeO� are very nearly
degenerate. It is quite probable that, when including SOC in
the calculations, the actual ground state of FeO� might in fact
become a mixture of both states, with an Fe�O distance which is
intermediate between the calculated distances of 1.619 Å for the
4Δ and 1.677 Å for the 6Σ+ states. Such a mixed ground state is in
fact suggested by the experimental Fe�O bond length of 1.641 Å
(derived from the experimental rotational constant for the Ω =
7/2 ground state observed in the autodetachment spectrum) and
will be further investigated in a separate study, by performing
relativistic RASPT2 geometry optimizations, including SOC for
all low-lying states of FeO�.

4. SUMMARY AND CONCLUSIONS

In this work we have presented the results of an explorative
study of different properties of a series of six representative first-
row TM systems by means of the recently introduced RASPT2
method.4 Different RASPT2 strategies were investigated for each
molecule, aimed at obtaining the highest possible accuracy to be
reached by a multiconfigurational perturbation theory method at
the lowest possible computational cost. This was accomplished
by a two-step procedure, starting first with a series of calculations
with a ‘standard’ active space, containing the most important
correlation effects (3d double-shell and/or correlation effects
connected to covalent TM�ligand interactions) but with a size
which is small enough to be tractable by CASPT2. In this series of
calculations, different RAS subpartitions and excitation levels
were explored, aiming at keeping the accuracy of the RASPT2
results as close as possible to CASPT2, while reducing the
number of configuration-state functions in the reference wave
function. From these calculations, the following general rules for
the construction of RAS spaces may be formulated:
(a) In case of covalent metal�ligand interactions all bonding�

antibonding orbital pairs between the ligands and the
metal 3d orbitals should be kept together in RAS2, in
order to allow full rotational freedom between these
orbital pairs in the diagonalization of the active part of
the Fock matrix.

Table 9. Fe�O Bond Distance (Å) and Relative Energy (eV)
with Respect to the 6Σ+ state of FeO� of the Different
Electronic States of FeO and FeO�

FeO� FeO

4Δ 6Σ+ 6Δ 5Δ 5Σ+ 7Σ+

Fe�O Bond Distance (Å)

CASPT2(12/13,14)a 1.634 1.683 1.688 1.612 1.626 1.677

RASPT2(14/15,0,2;0,10,19) 1.619 1.677 1.673 1.611 1.620 1.671

Relative Energy (eV)

CASPT2(12/13,14)a 0.13 0.00 0.36 1.51 1.55 1.75

RASPT2(14/15,0,2;0,10,9) 0.04 0.00 0.29 1.24 1.32 1.64

RASPT2(14/15,0,3;0,10,9) 0.01 0.00 0.34 1.33 1.41 1.73

RASPT2(14/15,0,4;0,10,9) 0.02 0.00 0.23 1.39 1.48 1.77

RASPT2(14/15,0,5;0,10,9) 0.02 0.00 0.23 1.40 1.49 1.78

RASPT2(14/15,0,6;0,10,9) 0.02 0.00 0.23 1.40 1.49 1.78
a FromHendrickx and Anam,23 CASPT2 results obtained with ANO-rcc
basis sets contracted to Fe[8s7p6d4f2g1h] O[7s6p4d3f1g], except for
the 6Δ state, for which only results with a smaller contraction Fe-
[8s7p5d4f2g] and O[6s5p4d2f] were reported.
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(b) The 3d double-shell effect may be adequately described
by putting the second 3d0 shell in RAS3. However, in order
to avoid errors of the order of 0.1 eV (a few kcal/mol)
at least up-to-triple excitations into RAS3 might be
necessary in many cases, such as the description of spin
state energetics (in Fe(P)), charge-transfer states (in
Co(C)), etc. (see also the cases of Ni and CuCl4

2� in a
previous RASPT2 study6). In cases where combined
double-shell effects are described by means of RASSCF,
such as the case of FeO in the present work (see also
the binuclear copper compounds described previously)4

up-to-quadruple excitations into RAS3 are necessary.
(c) Excitation processes may be described either by using a

different RAS2 for each specific state, containing those
orbital(s) that become singly occupied [on top of the
covalent orbitals described in (a)] or by keeping such
orbitals in either RAS1 or RAS3 but then allowing at least
up-to-triples in or out of these subspaces, so as to describe
the combined effect of excitation/correlation.

In a second step, extensions of the active space (either in RAS1
and RAS3 or both) were considered, aiming at increasing the
accuracy of the RASPT2 results beyound the limits of CASPT2.
For ferrocene and Cr(CO)6, the additional orbitals served to
provide a more complete description of the double-shell effect as
well as correlation within the ligand π orbitals. Including these
orbitals in the active space was shown to give a significant
improvement of the results obtained from the perturbational
treatment, bringing the RASPT2 result for the heterolytic bind-
ing energy of ferrocene (641.4 kcal/mol) within the error limits
of the experimental value (641( 6 kcal/mol), and the RASPT2
excitation energies of the two allowedCT transitions in Cr(CO)6
to within 0.1 eV of the experimental band maxima. For both
molecules, this was accomplished by RASPT2(SD) after con-
structing the RAS space according to the rules given above. For
CrF6 it turned out that even with a 10-orbital RAS2 at least
RASPT2(SDTQ) is necessary to obtain accurate results for the
energy difference between the D3h and Oh structures. This may
not come as a surprise, given the very strong correlation effects in
this molecule involving also excitations from nonbonding F 2p
orbitals (in RAS1) into Cr 3d (in RAS2).14 Nevertheless, also for
CrF6 the RASPT2 method offers a clear improvement over
CASPT2, which is dramatically suffering from limitations in
the size of the CAS space. For the two heme or heme-related
systems Fe(P) and Co(C), the largest active spaces comprised
the entire set of heme π orbitals. Including at least 15 corrole π
orbitals rather than just a few frontier orbitals (such as the
Gouterman set of two π and two π* orbitals) is shown to give a
considerable improvement of the RASPT2 results for the split-
ting between the a2 and b2 radicals on the corrole ligand and for
the strength of the magnetic coupling in both types of Co(II) π-
radical states. However, with an active space containing as much
as 33 orbitals, combining an optimal RAS2 with RASPT2(SDT)
becomes computationally unfeasible. Although the RASPT2
results are also for Co(C) superior to CASPT2, a larger error
bar of 0.1�0.2 eV has to be accepted for such a difficult case. On
the other hand, for Fe(P) including the (full set of) porphin π
orbitals in the active space does not affect the spin state energetics
of the different Fe(II) states to any significant extent. Here it is
shown that including instead in the active space the Fe semicore
(3s,3p) orbitals significantly improves the description of
(3s,3p)�3d intershell correlation effects, thereby correctly

reproducing the 3A2g state as the ground state of Fe(P). The
(experimentally observed) high magnetic moment associated
with this triplet state is correctly reproduced after introducing
SOC in the CASPT2(16,15) calculations, thus allowing mixing
of 3A2g with the close-lying

5A1g and
3Eg states. Finally, for FeO

�

the present RASPT2 results predict a quasidegenerate 6Σ+�4Δ
ground state (the latter state situated at only 0.02 eV above the
former). Also here, SOC may be expected to become crucial in
correctly describing the structure and character of the ground
state. A more detailed analysis of the low-lying states of FeO/
FeO� will be presented in a separate paper.

In conclusion, the results presented in this work have clearly
illustrated the strength of the RASPT2method for the prediction
of several important properties in first-row TM systems, thus
establishing this method as a valuable tool for studying large TM
complexes with complicated electronic structures, creating the
need for very large active spaces.

’ASSOCIATED CONTENT

bS Supporting Information. Contour plots of the active
orbitals included in the most extended active space of all
molecules. Contour plots of the eight active orbitals that are
included in the (34,33) active space of Co(C) but not in the
(26,25) space. Results obtained from the calculations on Fe(C)
including SOC. This material is available free of charge via the
Internet at http://pubs.acs.org.

’AUTHOR INFORMATION

Corresponding Author
*E-mail: kristin.pierloot@chem.kuleuven.be.

’ACKNOWLEDGMENT

This investigation has been supported by grants from the
Flemish Science Foundation (FWO) and from the Concerted
Research Action of the Flemish Government (GOA).

’REFERENCES

(1) Andersson, K.; Malmqvist, P.-Å.; Roos, B. O.; Sadlej, A. J.;
Wolinski, K. J. Phys. Chem. 1990, 94, 5483–5488.

(2) Andersson, K.;Malmqvist, P.-Å.; Roos, B. O. J. Chem. Phys. 1992,
96, 1218–1226.

(3) Ghosh, A. J. Biol. Inorg. Chem. 2011, 16, 819–820.
(4) Malmqvist, P.-Å.; Pierloot, K.; Shahi, A. R. M.; Cramer, C. J.;

Gagliardi, L. J. Chem. Phys. 2008, 128, 204109.
(5) Huber, S. M.; M.Shahi, A. R.; Aquilante, F.; Cramer, C.; L.

Gagliardi J. Chem. Theory Comput. 2009, 5, 2967–2976.
(6) Sauri, V.; Serrano-Andr�es, L.; Shahi, A. R. M.; Gagliardi, L.;

Vancoillie, S.; Pierloot, K. J. Chem. Theory Comput. 2011, 7, 153–168.
(7) Ruip�erez, F.; Aquilante, F.; Ugalde, J. M.; Infante, I. J. Chem.

Theory Comput. 2011, 7, 1640–1646.
(8) Shahi, A. R. M.; Cramer, C. J.; Gagliardi, L. Phys. Chem. Chem.

Phys. 2009, 11, 10964–10972.
(9) Pierloot, K.; Zhao, H.; Vancoillie, S. Inorg. Chem. 2010, 49,

10316–10329.
(10) Rado�n, M.; Broclawik, E.; Pierloot, K. J. Chem. Theory Comput.

2011, 7, 898–908.
(11) Andersson, K.; Roos, B. O. Chem. Phys. Lett. 1992, 191,

507–514.
(12) Roos, B. O.; Andersson, K.; F€ulscher, M. P.; Malmqvist, P.-Å.;

Serrano-Andr�es, L.; Pierloot, K.;Merch�an,M. InAdvances in Chemical Physics:



3976 dx.doi.org/10.1021/ct200597h |J. Chem. Theory Comput. 2011, 7, 3961–3977

Journal of Chemical Theory and Computation ARTICLE

New Methods in Computational Quantum Mechanics; Prigogine, I., Rice, S. A.,
Eds.; John Wiley & Sons: New York, 1996; Vol. XCIII, pp 219�332.
(13) Pierloot, K. Nondynamic Correlation Effects in Transition

Metal Coordination Compounds. In Computational Organometallic
Chemistry; Cundari, T. R., Ed.; Marcel Dekker, Inc.: New York, 2001;
pp 123�158.
(14) Pierloot, K. Mol. Phys. 2003, 101, 2083–2094.
(15) Pierloot, K. Int. J. Quantum Chem. 2011, 111, 3291–3301.
(16) Veryazov, V.; Malmqvist, P.; Roos, B. O. Int. J. Quantum Chem.

2011, 111, 3329–3338.
(17) Pierloot, K.; Roos, B. O. Inorg. Chem. 1992, 31, 5353–5354.
(18) Persson, B. J.; Roos, B. O.; Pierloot, K. J. Chem. Phys. 1994,

101, 6810–6821.
(19) Pierloot, K.; Persson, B. J.; Roos, B. O. J. Phys. Chem. 1995,

99, 3465–3472.
(20) Pierloot, K.; Tsokos, E.; Vanquickenborne, L. G. J. Phys. Chem.

1996, 100, 16545–16550.
(21) Rado�n, M.; Pierloot, K. J. Phys. Chem. A 2008, 112,

11824–11832.
(22) Vancoillie, S.; Zhao, H.; Rado�n, M.; Pierloot, K. J. Chem. Theory

Comput. 2010, 6, 576–582.
(23) Hendrickx, M. F. A.; Anam, K. R. J. Phys. Chem. A 2009, 113,

8746–8753.
(24) Aquilante, F.; De Vico, L.; Ferr�e, N.; Ghigo, G.; Malmqvist,

P.-Å.; Neogr�ady, P.; Pedersen, T. B.; Pito�n�ak, M.; Reiher, M.; Roos,
B. O.; Serrano-Andr�es, L.; Urban, M.; Veryazov, V.; Lindh, R. J. Comput.
Chem. 2010, 31, 224–247.
(25) Roos, B. O.; Lindh, R.;Malmqvist, P.-Å.; Veryazov, V.;Widmark,

P.-O. J. Phys. Chem. A 2004, 108, 2851–2858.
(26) Roos, B. O.; Lindh, R.;Malmqvist, P.-A.; Veryazov, V.;Widmark,

P.-O. J. Phys. Chem. A 2005, 109, 6575–6579.
(27) Douglas, N.; Kroll, N. M. Ann. Phys. (N. Y.) 1974, 82, 89.
(28) Hess, B. Phys. Rev. A 1986, 33, 3742.
(29) Roos, B. O.; Malmqvist, P.-Å. Phys. Chem. Chem. Phys. 2004,

6, 2919–2927.
(30) Reiher, M.; Wolf, A. J. Chem. Phys. 2004, 121, 10945–10956.
(31) Ghigo, G.; Roos, B. O.;Malmqvist, P.-Å.Chem. Phys. Lett. 2004,

396, 142–149.
(32) Forsberg, N.;Malmqvist, P.-A.Chem. Phys. Lett. 1997, 274, 196.
(33) Aquilante, F.; Pedersen, T. B.; Lindh, R. J. Chem. Phys. 2007,

126, 194106.
(34) Aquilante, F.; Malmqvist, P.-Å.; Pedersen, T. B.; Ghosh, A.;

Roos, B. O. J. Chem. Theory Comput. 2008, 4, 694.
(35) Aquilante, F.; Pedersen, T. B.; Lindh, R. Theor. Chem. Acc.

2009, 124, 1–10.
(36) Marsden, C. J.; Moncrieff, D.; Quelch, G. E. J. Phys. Chem. 1994,

98, 2038.
(37) Vanquickenborne, L. G.; Vinckier, A. E.; Pierloot, K. Inorg.

Chem. 1996, 35, 1305–1309.
(38) Ryan, M. F.; Eyler, J. R.; Richardson, D. E. J. Am. Chem. Soc.

1992, 114, 8611–8619.
(39) Pierloot, K.; Dumez, B.; Widmark, P.-O.; Roos, B. O. Theor.

Chim. Acta 1995, 90, 87–114.
(40) Klopper, W.; Luthi, H. P. Chem. Phys. Lett. 1996, 262, 546–552.
(41) Koch, H.; Jorgensen, P.; Helgaker, T. J. Chem. Phys. 1996,

104, 9528–9530.
(42) Haaland, A. Top. Curr. Chem. 1975, 53, 1.
(43) Beach, N. A.; Gray, H. B. J. Am. Chem. Soc. 1968, 90, 5713.
(44) Pollak, C.; Rosa, A.; Baerends, E. J. J. Am. Chem. Soc. 1997, 119,

7324–7329.
(45) Rosa, A.; Baerends, E.; van Gisbergen, S. J. A.; van Lenthe, A.;

Groeneveld, J. A.; Snijders, J. G. J. Am. Chem. Soc. 1999, 121, 10356.
(46) Hummel, P.; Oxgaard, J.; Goddard, W. A., III; Gray, H. B. Inorg.

Chem. 2005, 44, 2454–2458.
(47) Crespo-Otero, R.; Barbatti, M. J. Chem. Phys. 2011, 134,

164305.
(48) Ben Amor, N.; Villaume, S.; Maynau, D.; Daniel, C.Chem. Phys.

Lett. 2006, 421, 378–382.

(49) Villaume, S.; Strich, A.; Daniel, C.; Perera, S. A.; Bartlett, R. J.
Phys. Chem. Chem. Phys. 2007, 9, 6115–6122.

(50) Rees, B.; Mitschler, A. J. Am. Chem. Soc. 1976, 98, 7918.
(51) Finley, J.; Malmqvist, P.-Å.; Roos, B. O.; Serrano-Andr�es, L.

Chem. Phys. Lett. 1998, 288, 299–306.
(52) Collman, J. P.; Hoard, J. L.; Kim, N.; Lang, G.; Reed, C. A. J. Am.

Chem. Soc. 1975, 97, 2676–2681.
(53) Goff, H.; La Mar, G. N.; Reed, C. A. J. Am. Chem. Soc. 1977,

99, 3641–3646.
(54) Kitagawa, T.; Teraoka, J. Chem. Phys. Lett. 1979, 63, 443–446.
(55) Dolphin, D.; Sams, J. R.; Tsin, T. B.; Wong, K. L. J. Am. Chem.

Soc. 1976, 98, 6970–6975.
(56) Lang, G.; Spartalian, K.; Reed, C. A.; Collman, J. P. J. Chem.

Phys. 1978, 69, 5424–5427.
(57) Boyd, P. D.W.; Buckingham, A. D.; McMecking, R. F.; Mitra, S.

Inorg. Chem. 1979, 18, 3585–3591.
(58) Mispelter, J.; Momenteau,M.; Lhoste, J. M. J. Chem. Phys. 1980,

72, 1003–1012.
(59) Strauss, S.H.; Silver,M.E.; Long,K.M.;Thompson,R.G.;Hudgens,

R. A.; Spartalian, K.; Ibers, J. A. J. Am. Chem. Soc. 1985, 107, 4207–4215.
(60) Iron Porphyrin; Lever, A. B. P., Gray, H. B., Eds. Addison-

Wesley, Inc.: Reading, MA, 1983.
(61) Obara, S.; Kashiwagi, H. J. Chem. Phys. 1982, 77, 3155.
(62) Dedieu, A.; Rohmer, M.-M.; Veillard, A. Adv. Quantum Chem.

1982, 16, 43–95.
(63) Rawlings, D. C.; Gouterman, M.; Davidson, E.; Feller, D. Int.

J. Quantum Chem. 1985, 28, 773–796.
(64) Kozlowski, P.M.; Spiro, T. G.; B�erces, A.; Zgierski, M. Z. J. Phys.

Chem. B 1998, 102, 2603–2608.
(65) Choe, Y.-K.; Hashimoto, T.; Nakano, H.; Hirao, K. Chem. Phys.

Lett. 1998, 295, 380–388.
(66) Choe, Y.-K.; Nakajima, T.; Hirao, K.; Lindh, R. J. Chem. Phys.

1999, 111, 3837–3844.
(67) Scherlis, D. A.; Estrin, D. A. Int. J. QuantumChem. 2002, 87, 158–166.
(68) Liao, M.-S.; Scheiner, S. J. Chem. Phys. 2002, 117, 205–219.
(69) Deeth, R. J. Struct. Bonding (Berlin, Ger.) 2004, 113, 37–69.
(70) Deeth, R. J.; Fey, N. J. Comput. Chem. 2004, 25, 1840–1848.
(71) Groenhof, A. R.; Swart, M.; Ehlers, A. E.; Lammertsma, K.

J. Phys. Chem. A 2005, 109, 3411–3417.
(72) Liao, M.-S.; Watts, J. D.; Huang, M.-J. J. Phys. Chem. A 2007,

111, 5927–5935.
(73) Khvostichenko, D.; Choi, A.; Boulatov, R. J. Phys. Chem. A

2008, 112, 3700–3711.
(74) Ahlrichs, R.; B€ar, M.; H€aser, M.; Horn, H.; K€olmel, C. Chem.

Phys. Lett. 1989, 162, 165–169.
(75) Treutler, O.; Ahlrichs, R. J. Chem. Phys. 1995, 102, 346.
(76) Pierloot, K.; Tsokos, E.; Roos, B. O. Chem. Phys. Lett. 1993,

214, 583.
(77) Malmqvist, P. Å.; Roos, B. O.; Schimmelpfennig, B.Chem. Phys.

Lett. 2002, 357, 230–240.
(78) Hess, B. A.; Marian, C. M.; Wahlgren, U.; Gropen, O. Chem.

Phys. Lett. 1996, 251, 365–371.
(79) Christiansen, O.; Gauss, J.; Schimmelpfennig, B. Phys. Chem.

Chem. Phys. 2000, 2, 965–971.
(80) Vahtras, O.; Engstr€om, M.; Schimmelpfennig, B. Chem. Phys.

Lett. 2002, 351, 424–430.
(81) Vancoillie, S.; Rulí�sek, L.; Neese, F.; Pierloot, K. J. Phys. Chem. A

2009, 113, 6149–6157.
(82) Ghosh, A.; Wondimagegn, T.; Parusel, A. B. J. J. Am. Chem. Soc.

2000, 122, 5100–5104.
(83) Br€oring, M.; Br�egier, F.; C�onsul Tejero, E.; Hell, C.; Holthausen,

M. C. Angew. Chem., Int. Ed. 2007, 46, 445–448.
(84) Paolesse, R.; Kadish, K. M.; Smith, K. M.; Guilard, R. The

Porphyrin Handbook; Academic Press: Boston, MA, 2000; Vol. 2;
pp 201�300.

(85) Paolesse, R. SYNLETT 2008, 15, 2215–2230.
(86) Grodkowski, J.; Neta, P.; Fujita, E.; Mahammed, A.; Simkhovich,

L.; Gross, Z. J. Phys. Chem. A 2002, 106, 4772–4778.



3977 dx.doi.org/10.1021/ct200597h |J. Chem. Theory Comput. 2011, 7, 3961–3977

Journal of Chemical Theory and Computation ARTICLE

(87) Will, S.; Lex, J.; Vogel, E.; Adamian, V. A.; Caemelbecke, E. V.;
Kadish, K. M. Inorg. Chem. 1996, 35, 5577–5583.
(88) Guilard, R.; Gros, C. P.; Bolze, F.; J�erôme, F.; Ou, Z. P.; Shao,
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ABSTRACT:We propose a procedure denoted dispersion-weighted explicitly correlated coupled-cluster [DW-CCSD(T**)-F12]
which mixes CCSD(T**)-F12a and CCSD(T**)-F12b so as to correct the small errors exhibited by each of the approximations in a
small basis set, allowing for a black-box method that can provide high-quality interaction energies for a variety of nonbonded
interactions. Relative to CCSD(T**)-F12a and CCSD(T**)-F12b, DW-CCSD(T**)-F12 reduces the mean absolute deviation by a
factor of 2 and the maximum error by a factor of 3 (formic acid dimer) and 4 (stacked adenine�thymine) for the aug-cc-pVDZ
basis set.

1. INTRODUCTION

Coupled-cluster with single, double, and perturbative triple
excitations [CCSD(T)] has been referred to as the “gold standard”
in computational chemistry.1 This sophisticated description of
dynamic electron correlation is often required to achieve bench-
mark quality results. In the context of noncovalent interactions,
CCSD(T) can provide very accurate results,2 but this typically
requires very large basis sets, augmented with diffuse functions.
Coupled with the steep computational scaling of CCSD(T), this
significantly restricts the size of systems that may be studied at
this level of accuracy. With the introduction of explicitly corre-
lated wave functions, however, this computational cost is severely
abated because accurate energies may be attained using relatively
small basis sets.3�14 Applying these methods to noncovalent
interactions, Marchetti et al.15 showed that CCSD(T**)-F12a/
aug-cc-pVDZ can achieve an accuracy of better than 0.2 kcal
mol�1 for all dimers in the S22 test set.16 They argued that this
same accuracy would require at least an aug-cc-pVQZ basis set
with traditional CCSD(T), which would be 1�2 orders of magni-
tude more expensive. More recently, de Lange et al.14 demon-
strated that CCSD(T)-F12a/VDZ-F12 and CCSD(T)-F12b/
VDZ-F12 achieve an average accuracy of 0.03 kcal mol�1 com-
pared to CCSD(T)/CBS(a5Z,a6Z) for small molecules inter-
acting with carbon dioxide. This accuracy is impressive consider-
ing the standard CCSD(T)/aug-cc-pVDZ has an average error of
0.4 kcal mol�1 for these complexes.

When employing explicitly correlated methods, the choice of
ansatz and how to treat the triples correction are both very
important. For coupled-cluster, the F12a and F12b approximations
have become the most commonly used.9,12 Within the MOL-
PRO package17 used here, since there is no explicitly correlated
triples correction, this quantity should be scaled to achieve highly
accurate results. This work follows the approach of Werner
and co-workers12,15 whereby the triples correction is scaled by
the ratio of MP2 correlation energy and MP2-F12 correlation
energy:

EcorrðT�Þ ¼ EcorrðTÞ 3
EMP2�F12

EMP2
ð1Þ

To retain size-consistency for interaction energies, one must
use the same scale factor for all computations (the dimer, and both
monomers). Because of this difference, we designate CCSD(T**)-
F12 (2 asterisks) to refer to the size-consistent version (using the
dimer scale factor for all three computations) and CCSD(T*)-
F12 (1 asterisk) to refer to the independently scaled version.

In our recent study,18 CCSD(T**)-F12a/aug-cc-pVDZ is shown
to yield a mean absolute deviation (MAD) of 0.09 kcal mol�1

against the newly revised interaction energies for the S22 test
set16 (herein referred to as S22B).18 This accuracy is notable
because standard CCSD(T) (in the absence of focal-point analysis)
would require a much larger basis set, such as aug-cc-pVQZ, to
reach this accuracy, and such computations would become prohi-
bitively expensive for all but the smallest molecular systems.
Notably, CCSD(T**)-F12a reproduces benchmark energies for
hydrogen-bonded systems very accurately, while incurring small
errors for dispersion-bound complexes, and CCSD(T**)-F12b
reproduces benchmark energies for dispersion-bound complexes
very accurately but degrades somewhat in quality for hydrogen
bonding. A very similar problem has been investigated byMarchetti
et al.15 in their studies of explicitly correlated spin-component-
scaled Møller�Plesset perturbation theory (SCS-MP2-F12) and
MP2-F12. In their work, they found MP2 significantly overbinds
dispersion-bound complexes but does well for hydrogen bond-
ing, while SCS-MP2-F12 can properly describe dispersion but
underbinds hydrogen-bonding complexes. They proposed mix-
ing the two approaches in a method known as dispersion-
weighted MP2 (DW-MP2):

ΔEDW-MP2 ¼ ωΔEMP2-F12 þ ð1�ωÞΔESCS�MP2�F12 ð2Þ

ω ¼ 1
2
1 þ tanh α þ β

ΔESCF
ΔEMP2�F12

� �� �
ð3Þ

The chosen switching function (eq 3) is a hyperbolic tangent
function with two fit parameters, and the switching metric bet-
ween SCS-MP2-F12 and aMP2-F12 is the ratio of MP2-F12 and
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self-consistent field (SCF) interaction energies. The underlying
concept is that hydrogen-bonded complexes have a ratio near
one because the interaction is predominantly electrostatic, which
is properly captured by SCF, while dispersion-dominated sys-
tems should yield a ratio far from one, as SCF fails to model
dispersion because of its lack of dynamic electron correlation.
This mixing transforms MP2-F12 [root-mean-square error
(RMSE) of 1.17 kcal mol�1 for the aug-cc-pVDZ basis] and
SCS-MP2-F12 (1.08 kcal mol�1) into DW-MP2 (0.24 kcal
mol�1) for the S22B test set. Inspired by this procedure, we
explore analogous methods of combining CCSD(T**)-F12a and
CCSD(T**)-F12b based on the character of the noncovalent
interaction.

2. THEORETICAL METHODS

As demonstrated in Figures 1 and 2, direct computation of
interaction energies by CCSD(T**)-F12, even when using the
modest aug-cc-pVDZ basis set, yields surprisingly accurate values
compared to the best available estimates. Here, we seek to correct
the minor remaining deficiencies in explicitly correlated CCSD-
(T**)-F12a and CCSD(T**)-F12b with a scheme similar to the
DW-MP2 approach of Marchetti et al.15

Using eqs 3 and 4, we fit α and β against the S22B test set. The
SCF energy in eq 3 includes the complementary auxiliary orbital
basis (CABS) correction.19,9,20 To test the transferability of these

fit parameters, we also consider another test set, HSG-A.18,21

ΔEDW�CCSDðT��Þ�F12 ¼ ωΔECCSDðT��Þ�F12a

þ ð1�ωÞΔECCSDðT��Þ�F12b ð4Þ

The two test sets considered here, S22 and HSG, were chosen
for their small size, convenient separation into hydrogen-bonded,
dispersion-dominated, and mixed bonding classes and quality of
available benchmark interaction energies. S22 is an established
test set with systems ranging from water dimer to adenine�
thymine complexes. Its reference values have recently been
revised (S22B) to be of MP2/CBS(aug-cc-pVTZ,aug-cc-pVQZ) +
δMP2
CCSD(T)/aug-cc-pVTZ quality or better. For the 10 smallest

complexes in the S22 test set, at least MP2/CBS(aug-cc-pVQZ,
aug-cc-pV5Z) + δMP2

CCSD(T)/aug-cc-pVQZ quality is achieved to
ensure that we can reliably benchmark both DW-CCSD(T**)-
F12/aug-cc-pVDZ (against the entire S22 test set) and DW-
CCSD(T**)-F12/aug-cc-pVTZ (against the ten smallest com-
plexes in the S22 test set). The HSG test set was formed by
dissecting the binding site of a bound protein�drug complex
(HIV-II protease/indinavir) into 21 pairs of chemical fragments
(each of which is not necessarily at its individual equilibrium
geometry).21 We recently revised18 the HSG benchmark ener-
gies replacing the previous extrapolated heavy-aug-cc-pVDZ/
heavy-aug-cc-pVTZ δMP2

CCSD(T) corrections with the bare heavy-
aug-cc-pVTZ δMP2

CCSD(T) corrections to avoid overestimating the
coupled-cluster correction for hydrogen-bonded systems [here
heavy-aug-cc-pVXZ refers to the aug-cc-pVXZ basis where
diffuse functions are added only to heavy (nonhydrogen) atoms].
This revision results from the recent systematic study of the
nonmonotonic convergence of δMP2

CCSD(T) for various members of
the S22 test set.18 The revised HSG-A values are thus similar in
accuracy to the S22B values. All interaction energies were coun-
terpoise corrected for basis set superposition error (BSSE) using
the scheme outlines by Boys and Bernardi.22

3. RESULTS AND DISCUSSION

Using eqs 3 and 4, we smoothly combine the F12a to F12b
ansatze according to the relative difference inΔESCF andΔEMP2‑F12
interaction energies. Figure 1 and Table 1 illustrate the errors
associated with each ansatz independently, and it is clear that
some combination of the two should result in a method that
captures both types of interactions accurately on average.We find
fitted parameters of α = �1 and β = 4 for the S22B set, which
results in a MAD of 0.06, 0.03, 0.07, and 0.05 kcal mol�1,
respectively, for hydrogen-bonding, dispersion-dominated, and
mixed interactions and overall. The complexes were assigned to
these categories according to the SAPT2+(3)/aug-cc-pVTZ
results of Hohenstein and Sherrill.23 The most substantial gain
of this approach is in the reduction of maximum errors for each
subset, as shown in Figure 2. The maximum errors for F12a and
F12b are 0.58 and 0.33 kcal mol�1, respectively, whereas the
largest error incurred by DW-CCSD(T**)-F12 is 0.13 kcal
mol�1 for formamide dimer. This is a factor of 3�4 reduction
in the maximum error and a factor of 2 reduction in the MAD.
Figure 3 shows the error for each complex in the S22B test set for
CCSD(T**)-F12a, CCSD(T**)-F12b, and DW-CCSD(T**)-
F12. In this figure, one can clearly see how DW-CCSD(T**)-
F12 switches between CCSD(T**)-F12a and CCSD(T**)-F12b
as appropriate to avoid the largest maximum errors.

Figure 2. MAD of interaction energies versus S22B benchmark CCSD-
(T)/CBS (ref 18) values for explicitly correlated methods and DW-
CCSD(T**)-F12 using the aug-cc-pVDZ basis.

Figure 1. MAD of interaction energies versus S22B benchmark
CCSD(T)/CBS values (ref 18) for explicitly correlated methods and
DW-CCSD(T**)-F12 using the aug-cc-pVDZ basis.
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To evaluate the transferability of fitting parameters, DW-
CCSD(T**)-F12/aug-cc-pVDZ was applied to the HSG-A test
set using the parameters fit against the S22B test set; it achieves a
MAD of 0.04 kcal mol�1 for overall interaction energies. This is a
significant achievement, especially because the diverse, none-
quilibrium nature of the complexes found in the HSG-A set is
often challenging for computational methods. The maximum

error across this test set is 0.10 kcal mol�1. These impressive
results compare to a MAD of 0.42 kcal mol�1 and a maximum
error of 1.53 kcal mol�1 for conventional CCSD(T)/heavy-aug-
cc-pVDZ.

DW-CCSD(T**)-F12 was also tested using an aug-cc-pVTZ
basis set against the 10 smallest complexes in the S22B bench-
mark set Figure 4 and Table 2. With fit parameters α = 0.4 and

Table 1. Counterpoise Corrected Interaction Energies (kcal mol�1) for the CCSD(T**)-F12a, CCSD(T**)-F12b, and
DW-CCSD(T**)-F12 Methods Compared to S22B Benchmark Values (ref 18)a

complex reference IE F12a F12b DW-F12

1 HB ammonia dimer, C2h �3.133 �3.11 �3.05 �3.10

2 HB water dimer, Cs �4.989 �4.92 �4.86 �4.92

3 HB formic acid dimer, C2h �18.753 �18.63 �18.43 �18.63

4 HB formamide dimer, C2h �16.062 �15.94 �15.80 �15.94

5 HB hydrogen-bonded uracil dimer, C2h �20.641 �20.63 �20.45 �20.63

6 HB 2-pyridone�2-aminopyridine, C1 �16.934 �16.98 �16.79 �16.97

7 HB adenine�thymine WC, C1 �16.660 �16.72 �16.51 �16.71

8 DD methane dimer, D3d �0.527 �0.53 �0.51 �0.51

9 DD ethene dimer, D2d �1.472 �1.50 �1.44 �1.44

10 DD benzene�methane, C3 �1.448 �1.47 �1.40 �1.40

11 DD parallel displaced benzene dimer, C2h �2.654 �2.90 �2.64 �2.64

12 DD pyrazine dimer, Cs �4.255 �4.54 �4.26 �4.26

13 MX stacked uracil dimer, C2 �9.805 �10.17 �9.84 �9.88

14 DD stacked indole�benzene, C1 �4.524 �4.92 �4.57 �4.57

15 MX stacked adenine�thymine, C1 �11.730 �12.30 �11.84 �11.85

16 MX ethene�ethine, C2v �1.496 �1.51 �1.47 �1.49

17 MX benzene�water, Cs �3.275 �3.23 �3.13 �3.19

18 MX benzene�ammonia, Cs �2.312 �2.31 �2.23 �2.23

19 MX benzene�hydrogen cyanide, Cs �4.541 �4.49 �4.39 �4.47

20 DD T-shaped benzene dimer, C2v �2.717 �2.78 �2.66 �2.66

21 MX T-shaped indole�benzene, C1 �5.627 �5.73 �5.56 �5.58

22 MX phenol dimer, C1 �7.097 �7.15 �6.99 �7.07

Hydrogen Bonded

maximal deviation 0.12 0.33 0.13

mean signed deviation 0.03 0.18 0.04

MAD 0.06 0.18 0.06

RMSD 0.08 0.20 0.08

Mixed Influence

Maximal Deviation �0.57 0.15 �0.12

Mean Signed Deviation �0.13 0.05 0.02

MAD 0.15 0.09 0.07

RMSD 0.25 0.10 0.07

Dispersion Bound

Maximal Deviation �0.01 0.05 0.05

Mean Signed Deviation �0.40 0.02 0.02

MAD 0.15 0.03 0.03

RMSD 0.21 0.04 0.04

Full Set

Maximal Deviation �0.57 0.33 0.13

Mean Signed Deviation �0.08 0.08 0.02

MAD 0.12 0.10 0.05

RMSD 0.19 0.13 0.07
a Fit parameters are α =�1 and β = 4. Computations use the aug-cc-pVDZ basis set. The errors and mixing in the DW approach can be seen graphically
in Figure 3.
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β = 0.6, we findMADs of 0.028, 0.014, and 0.008 kcal mol�1 and
maximum errors of 0.029, 0.068, and 0.017 kcal mol�1 for
CCSD(T**)-F12a, CCSD(T**)-F12b, and DW-CCSD(T**)-F12,

respectively.When using the aug-cc-pVDZ fit parameters ofα =�1
and β = 4, DW-CCSD(T**)-F12 still achieves an overall MAD of
0.011 kcal mol�1 and a maximum error of 0.027 kcal mol�1

Figure 3. For the aug-cc-pVDZ basis set, interaction energy errors for CCSD(T**)-F12a, CCSD(T**)-F12b, and DW-CCSD(T**)-F12 methods for
each complex in the S22 test set. All errors in kcal mol�1, relative to S22B CCSD(T)/CBS benchmarks (ref 18). Individual errors and statistics can be
found in Table 1.

Figure 4. For the aug-cc-pVTZ basis set, interaction energy errors for CCSD(T**)-F12a, CCSD(T**)-F12b, and DW-CCSD(T**)-F12 methods for
each complex in the S22 test set. All errors in kcal mol�1, relative to a subset of the S22B CCSD(T)/CBS benchmarks (ref 18).
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(formic acid dimer). DW-CCSD(T**)-F12 was also tested using
the heavy-aug-cc-pVDZ basis set, which is aug-cc-pVDZ on the
nonhydrogen atoms and cc-pVDZ on the hydrogens. DW-
CCSD(T**)-F12/heavy-aug-cc-pVDZ achieves an MAD of
0.131 kcal mol�1 for the S10 subset (compared to 0.065 kcal
mol�1 for this subset when using the aug-cc-pVDZ basis).

4. CONCLUSION

A new “dispersion-weighted” approach is proposed for ex-
plicitly correlated coupled-cluster studies of weakly bound
systems that accurately describes both hydrogen-bonding and
dispersion-bound complexes through a black-box admixture of
CCSD(T**)-F12a and CCSD(T**)-F12b. This technique achieves
MAD values of 0.05 and 0.04 kcal mol�1 for the S22B and HSG-
A test sets (using S22B-fit parameters), corresponding to a factor
of 2 reduction of the MAD and a factor of 3 and 4 reduction in
maximum error relative to F12a and F12b methods, respectively.
Explicitly correlated CCSD-F12 computations are more expen-
sive than canonical CCSD, but the extra cost is usually negligible
with the inclusion of perturbative triples. This suggests that
CCSD(T**)-F12, and perhaps the dispersion-weighted variant
proposed here, should become a preferred approach for obtain-
ing accurate benchmarks for noncovalent interactions.
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Table 2. Counterpoise Corrected Interaction Energies (kcal
mol�1) for the CCSD(T**)-F12a, CCSD(T**)-F12b, and
DW-CCSD(T**)-F12 Methods Compared to S22B Bench-
mark Values (ref 18)a

complex reference IE F12a F12b DW-F12

1 HB ammonia dimer, C2h �3.133 �3.15 �3.12 �3.14

2 HB water dimer, Cs �4.989 �4.99 �4.96 �4.99

3 HB formic acid dimer, C2h �18.753 �18.78 �18.69 �18.77

4 HB formamide dimer, C2h �16.062 �16.07 �16.00 �16.06

8 DD methane dimer, D3d �0.527 �0.53 �0.52 �0.53

9 DD ethene dimer, D2d �1.472 �1.50 �1.47 �1.49

16 MX ethene�ethine, C2v �1.496 �1.52 �1.50 �1.51

17 MX benzene�water, Cs �3.275 �3.29 �3.25 �3.28

18 MX benzene�ammonia, Cs �2.312 �2.33 �2.29 �2.32

19 MX benzene�hydrogen

cyanide, Cs

�4.541 �4.54 �4.49 �4.53

maximal deviation 0.029 0.068 0.017

MAD 0.014 0.028 0.008
a Fit parameters are α = 0.4 and β = 0.6. Computations use the aug-cc-
pVTZ basis set. The errors and mixing in the DW approach can be seen
graphically in Figure 4.
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to the Exchange-Correlation Functional and Study of the Sensitivity
of Density Functional Accuracy to Localized Domains of the
Reduced Density Gradient
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ABSTRACT:We present a natural cubic spline implementation of the exchange enhancement factor as a function of the reduced
density gradient, and we demonstrate its performance by replicating the results of commonGGA functionals.We also investigate the
effect on the accuracy of various calculated properties of changing the shape of the exchange enhancement factor and an analogous
factor for correlation. The properties considered are main group atomization energies, ionization potentials, electron affinities,
proton affinities, alkyl bond dissociation energies, difficult hydrocarbon cases, barrier heights for chemical reactions, noncovalent
interactions, atomic energies, metal bond energies, and main group bond lengths.

1. INTRODUCTION

The success of Kohn�Sham density functional theory rests on
the accuracy with which one approximates the exchange-correla-
tion functional, usually just called the density functional.1

Although modern density functionals often depend on a number
of variables including the density, the density gradient, the
Laplacian of the density, the orbital-dependent Hartree�Fock
energy, and the orbital-dependent kinetic energy density, they
are almost all built by adding ingredients to the generalized
gradient approximation (GGA), in which the density functional
depends on just the density and the density gradient.

In the context of generalized gradient approximations, the
exchange functional is usually expressed in terms of the electron
density, F, and its gradient, 3F, as a simple product of the
local spin density approximation (LSDA) and an enhancement
factor:

EGGAx ¼
Z

d3r FεLSDAx ðFÞ FGGAx ðsÞ ð1Þ

where (all equations are in Hartree atomic units)

εLSDAx ¼ � ð3=4Þð3=πÞ1=3F1=3 ð2Þ
is the exchange energy density per particle for a uniform
electron gas (UEG), Fx

GGA is the enhancement factor, and

s ¼ j∇Fj=½2ð3π2Þ1=3F4=3� ð3Þ
is the variable called the dimensionless reduced gradient,
defined on the interval s ∈ [0,∞).

All of the formulas are presented for a closed-shell system,
where we can dispense with the spin components; the extension
to open shells is standard and summarized in the Appendix. The
approximation called LSDA here reduces to the local density
approximation (LDA) for closed-shell Slater determinants with
all orbitals doubly occupied, but we call it LSDA in all of our
publications because that is the more general case, of which LDA

is a special case, and it would be confusing to use both names for
this kind of functional (the description of all functionals becomes
simpler for closed-shell systems).

As suggested by Becke,2 it is convenient to perform a change of
variable from the variable s to a new finite variable

uγ ¼ γs2

1 þ γs2
, uγ ∈ ½0, 1� ð4Þ

and to define the enhancement factor as a function of the new
variable, where γ is a constant. We will use a special case u of this
variable with γ = 1:

u ¼ s2

1 þ s2
ð5Þ

and eq 1 can be expressed in the new variable as

EGGAx ¼
Z

d3r FεLSDAx ðFÞ FGGAx ðuÞ ð6Þ

Then, the exchange energy is completely determined by the
shape of the curve F(u) in the region u ∈ [0,1].

The shape of Fx
GGA(s) or Fx

GGA(u) can be expressed in many
different ways, the more common ones being simple functions of
s (as in the PBE,3 RPBE,4 and B885 functionals), or polynomial
expansions (as in the B972 and SOGGA116 functional), with
coefficients determined by some combination of physical con-
straints and fitting to experimental or theoretical data or both. In
general the flexibility of F(s) or equivalently F(u) is limited by the
chosen functional form. Similar but more complicated considera-
tions apply to the correlation functional.

An alternate way to define a continuous and differentiable
Fx
GGA(u) curve is to fix some points (knots) and then use a spline

to interpolate them. If a cubic spline is used, then by construction

Received: September 3, 2011
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it provides continuous first and second derivatives. Higher-order
splines or splines under tension can also be used. An advantage of
using splines to represent Fx

GGA(u) is that the exchange-correla-
tion functional is not constrained by preconceptions about the
functional form.

The present article has two parts. In the first part, we show that
the spline representation of density functionals is not just a
theoretical possibility but that it actually works well in practice. In
the second part, we use a spline implementation of exchange and
correlation functionals to show the sensitivity of the accuracy of
several properties to specific regions of u (and therefore also, by
eq 5, to specific regions of s).

2. DATABASE

The database used in this article comprises 12 subsets
(smaller databases) corresponding to various chemical proper-
ties. All subsets are the same as used in our recent SOGGA11
paper,6 where they were mainly based on previous work.7�25

The properties of the subsets are as follows: main-group
atomization energies (MGAE109/05),12 ionization potentials
(IP13/03),10,12�14 electron affinities (EA13/03),10,12�14 pro-
ton affinities (PA8/06),22 alkyl bond dissociation energies
(ABDE12),6,12,15,16 difficult hydrocarbon cases (HC7/11),6,23,24

barrier heights (HTBH38/08 and NHTBH38/08),12,17,18,25

noncovalent interactions (NCCE31/05),11,13,21,24 atomic energies
(AE17),8 metal bond energies (SRMBE12 andMRMBE5),6,19,20

and main-group bond lengths (MGBL19).9,15

The database is composed of 303 Born�Oppenheimer ener-
gies (that is, electronic energies including nuclear repulsion) or
relative energies and 19 bond lengths. For example, for
bond energies, we use equilibrium dissociation energies (De),
not ground-vibrational-state dissociation energies (D0) or
bond enthalpies at finite temperature; the equilibrium dissoci-
ation energy is the difference between the Born�Oppenheimer
energy at the dissociation limit and the equilibrium geometry.
Relative energy data (including dissociation energies, barrier
heights, overall energies of reactions, ionization potentials, van
der Waals binding energies, etc.) require more than one single-
point energy calculation, and therefore the total number of
single-point calculations performed for the energetic part of the
database is 350.

Geometries are the same as used previously.6

Next, we give more details of the database subsets.
2.1. Main Group Atomization Energies (MGAE109/05).

The MGAE109/05 database6 consists of 109 atomization en-
ergies (AEs) for main-group compounds. We always give the
mean errors in atomization energies on a per bond basis because
that makes comparison between different test sets more portable.
To make it possible for readers to convert to the mean unsigned
error per molecule, we always compute the mean errors in
atomization energies by computing the mean error per mole-
cule and then dividing by the average number of bonds per
molecule in the test set; the latter value is 4.71 forMGAE109/05.
Geometries for all molecules in this database are obtained with
the QCISD/MG3 method.7,26,27

2.2. Ionization Potentials, Electron Affinities, and Proton
Affinities (IP13/03, EA13/03, PA8/06). The zero-point-exclu-
sive adiabatic ionization potential (IP) and electron affinity
(EA) test sets are called IP13/03 and EA13/03, respectively,
and they have been explained and employed in our previous
papers.10,12�14 Geometries for both neutral and ionic species in

the IP13/03 and EA13/03 databases are optimized separately
by QCISD/MG3;9,21 i.e., these are adiabatic, not vertical, IPs
and EAs. PA8/0622 is a database of eight zero-point-exclusive
proton affinities. Geometries for the PA8/06 database are
obtained with the MP2(full)/6-311G(2df,p) method.28,29

2.3. Alkyl Bond Dissociation Energy (ABDE12). The two
databases for alkyl bond dissociation energies, ABDE4/05 and
ABDEL8, were found to behave similarly in preliminary
work, and we joined them in ABDE12. The ABDE4/05
database12,15,16 contains four bond dissociation energies of
small R�X organic molecules, with R = methyl and isopropyl
and X = CH3 and OCH3. ABDEL8

6 contains a set of eight R�X
bond dissociation energies including larger molecules, with R =
ethyl and tert-butyl and X = H, CH3, OCH3, OH. For the 12
considered bonds, D0 values are taken from a paper by
Izgorodina et al.16 and converted to reference De values by
using B3LYP/6-31G(d) zero-point vibrational energies scaled
with a scale factor of 0.9806.
2.4. Hydrocarbons Difficult Cases (HC7/11). The HC7

database23,24 consists of seven difficult cases involving med-
ium-range correlation energies in hydrocarbons. HC7 is the
combination of the HC5 database with two isodesmic reactions
(involving adamantane and bicyclo[2.2.2]octane) that were
singled out as difficult cases by Grimme. All geometries were
obtained with theMP2/6-311+G(d,p) method.28,29 The original
reference data for this database have been published in a previous
paper,24 and some inconsistencies were recently corrected.6

2.5. Barrier Heights (HTBH38/08, NHTBH38/08). The
HTBH38/08 database contains 38 transition state barrier heights
for 19 hydrogen transfer (HT) reactions, 18 of which involve
radicals as reactants and products.12,17,18 NHTBH38/08 consists
of three databases containing 38 transition state barrier heights
for non-hydrogen-transfer (NHT) reactions. The individual
databases contain 12 barrier heights for heavy-atom transfer
reactions, 16 barrier heights for nucleophilic substitution (NS)
reactions, and 10 barrier heights for non-NS unimolecular and
association reactions. Fourteen data points in this database were
revised in 200825 and collected with other data in the DBH24/08
subset. Any of the data that were updated in DBH24/08 were
updated in these databases, which are now renamed HTBH38/08
and NHTBH38/08. All geometries are obtained with the
QCISD/MG3 method.7,26,27

2.6. Noncovalent Interaction (NCCE31/05). Several data-
bases have been developed in our group for various kinds of
noncovalent interactions, in particular, HB6/04,21 CT7/04,21

DI6/04,21 WI7/05,13 and PPS5/05.13 HB6/04 is a hydrogen
bond database that consists of the equilibrium binding energies
of six hydrogen-bonded dimers. The CT7/04 database consists
of binding energies of seven charge transfer complexes. TheDI6/
04 database contains the binding energies of six dipole interac-
tion complexes. The WI7/05 database consists of the binding
energies of seven weak interaction complexes, all of which are
bound by dispersion-like interactions. The PPS5/05 database
consists of binding energies of five π�π stacking complexes.
We used them here grouped in the NCCE31/05 database.24 The
geometries for the benzene dimers in the NCCE31/05 database
are taken from Sinnokrot and Sherrill,11 while geometries for all
other molecules in this database are optimized with the MC-
QCISD/3 method.30

2.7. Atomic Energies (AE17). AE17 is composed of 17 total
atomic energies of the atoms from H to Cl.8
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2.8. Metals (SRMBE12, MRMBE5). In a recent paper,6 we
rearranged the databases19,20 related to metal bond energies by
dividing them into single-reference metal bond energies and
multireference metal bond energies. We keep this new division in
this paper, and we use the SRMBE12 and MRMBE5 subsets as
presented in ref 6.
2.9. Main Group Bond Lengths (MGBL19). MGBL19 is a

database of 19 experimental bond lengths of 15 small main-group
molecules,15 and the experimental bond lengths are taken from a
previous compilation by Hamprecht et al.9

3. COMPUTATIONAL DETAILS

TheMG3S basis set10 and the ultrafine (99,590) Lebedev grid
are used throughout the paper for all calculations. Restricted
calculations were performed for closed-shell species, while un-
restricted calculations were employed for open-shell species. In
systems like the oxygen atom, each orbital is an eigenfunction of
the single-electron orbital angular momentum operators l2 and lz.
However, singly occupied p orbitals have different radial func-
tions and orbital energies than doubly occupied ones, and the
atomic Slater determinants are not eigenfunctions of the many-
electron orbital angular momentum operators L2 and Lz. All
calculations in section 4 are exchange-only (no correlation), but
all those in section 5 include correlation.

4. THE DFT-SPLINE IMPLEMENTATION

4.1. Exchange. The key component in the DFT-spline
implementation is the change of variables from s to u, given by
eq 5, and the inverse transformation given by

s ¼
ffiffiffiffiffiffiffiffiffiffiffi
u

1� u

r
ð7Þ

We replace the canonical enhancement factor of eq 6 with a
natural cubic spline, fx:

EGGAx ¼
Z

d3r FεLSDAx ðFÞ fxðuÞ ð8Þ

Given that a sufficient number of knots are provided to allow the
spline to accurately describe the original curve, this implementa-
tion is capable of replicating the results of any GGA functional
that can be expressed as eq 6.
We define our spline as a piecewise cubic polynomial that

interpolates a series of j points at equidistant knots, uj. A total
number of nspline knots are taken, with separation u=1/(nspline� 1)
in the interval u ∈ [0,1]. The spline is defined as31

fx ¼ Ajfj þ Bjfjþ1 þ Cjf
00
j þ Djf

00
jþ1, uj e u e ujþ1 ð9Þ

with

Aj ¼
ujþ1 � u

nspline
ð10Þ

Bj ¼ 1� A ¼ u� uj
nspline

ð11Þ

Cj ¼ 1
6
ðAj

3 � AjÞð1=nsplineÞ2 ð12Þ

Dj ¼ 1
6
ðBj3 � BjÞð1=nsplineÞ2 ð13Þ

uj ¼ ðj� 1Þ=ðnspline � 1Þ ð14Þ
and natural conditions on second derivatives at the end points

f 001 ¼ f 00nspline ¼ 0 ð15Þ
The coefficients of the spline are calculated once, by means

of a tridiagonal matrix algorithm based onGaussian elimination31

and then stored. The value of the spline and its first derivative are
then calculated on the fly from the stored coefficients at each
point of the DFT integration grid. This results in an efficient
algorithm, which is not more expensive than evaluating conven-
tional exchange functionals. The evaluation of the enhancement
factor in a standard DFT implementation is a negligible part of
the cost in a DFT calculation, and the spline implementation
retains this advantage.
4.2. Implementation of Common GGA Functionals by

Means of the DFT-Spline Algorithm. In this work, we imple-
mented some of the most successful GGA exchange functionals
by using the DFT-spline algorithm in a modified version of the
Gaussian 09 program.32 The functionals considered are PBE,3

RPBE,4 B88,5 and SOGGA11.6

The four enhancement factors are shown in Figure 1, and their
formulations are obtained from the original definitions of F(s) by
applying the transformation in eq 7. The enhancement factors in
the transformed variable were used to calculate the ordinates at
equidistant knots of the abscissa u. The DFT-spline algorithm
was used to interpolate the points, and we expect its perfor-
mances to be directly influenced by the number of the knots used
by the algorithm.
As pointed out in the original paper, SOGGA11 has an

oscillating behavior for large u. Although the spline implementa-
tion allows an easy fix for such a problem, this is not the purpose
of the present work.
We studied the convergence of the results obtained with the

DFT-spline implementation as a function of the total number of

Figure 1. Enhancement factors for different exchange functionals in the
new variable u.
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knots, nspline, for these four exchange functionals by comparing
them to those obtained from the usual implementation of the
same functionals. For this study, we used exchange-only density
functionals to calculate SCF atomic energies of the first 17 atoms
(H to Cl), performing unrestricted calculations with theMG3S22

basis set. The root-mean-square deviations (RMSDs) in hartrees
from the energies obtained with the usual implementation are
presented as a function of nspline in Table 1.
The results in Table 1 show that the spline implementation is

capable of replicating conventional results for all considered
functionals. In general, there is good agreement between the
atomic energies obtained with the DFT-spline implementation
and the usual implementation. For PBE and RPBE, RMSDs
smaller than 2 � 10�4 are obtained with the surprisingly small
value of nspline = 11. For more complicated functionals, like B88
and the SOGGA11 exchange, a slightly larger number of points is
necessary to reach similar convergence. At the extreme value of
nspline = 2001, the atomic energies calculated with theDFT-spline
and the canonical implementation are identical within 10�10 Eh.
However, we find that nspline = 101 (corresponding to one point
every 0.01 u units) provides a RMSD smaller than 5 � 10�5 Eh
for all functionals, and this value is sufficient for the description of
atomic energies to chemical accuracy.
In order to confirm these results on molecular energies, we

used the large database described in section 2. For each of the 350
atomic and molecular energy calculations required to compute
the energetic part of the database, we calculated the difference
between the absolute energies obtained with the DFT-spline
implementation and those obtained from the usual implementa-
tion without fitting. These calculations are performed by com-
bining the DFT-spline implementation of the exchange with
nspline = 101 with correlation functionals calculated using the
usual implementation. The B88 exchange functional was coupled
with the LYP correlation to obtain BLYP energies. PBE and
RPBE were coupled with PBE correlation, and SOGGA11
exchange was coupled with SOGGA11 correlation. The RMSDs
are presented in Table 2, and they confirm the excellent per-
formance of the DFT-spline implementation in the calculations
of the considered functionals. In particular, all of the results
on the larger molecular database are very similar to those ob-
tained for the smaller atomic set using the same number of
points, nspline = 101.
As a further validation of the performance of the new

implementation, we used the DFT-spline results to calculate
the mean unsigned errors of the 303 energetic chemical data in
the considered databases. Results for the MUE of these data do

not differ from those obtained with the nonfitted implementation
up to a level of precision of 10�3 kcal/mol.

5. SENSITIVITY STUDY

The dependence of the exchange-correlation functional on s
or u plays a crucial role in the development of density functionals
since it entirely determines the performance of a GGA functional.
Values at some knots are fixed by physical constraints, e.g., the
uniform electron gas fixes the value of the gradient enhancement
factor to be 1 at u = 0. The known second order coefficient for the
density gradient expansion fixes the value of the first derivative
with respect to u at u = 0, but the global u dependence is
unknown. It is generally believed that the significant region for
the description of chemical properties lies between 0e se 3,33,34

corresponding to u in the range 0�0.9, but more detailed
information about which s or u region contributes most to each
property is hard to obtain. An advantage of the DFT-spline
implementation lies in the fact that it provides a simple tool to
investigate the shape of the enhancement factor as a function of
the reduced density gradient variable.

A natural cubic spline implementation for correlation is not as
straightforward as the one for exchange because the correlation
enhancement factors generally depend on a spin variable ζ as well
as the density and density gradient (see the Appendix). In order
to perform the sensitivity study, we modify the exchange or
correlation component of the GGA functionals under study by
multiplying by a spline factor, in particular

EGGAx ¼
Z

d3r εGGAx ðF, sÞ fxðuÞ ð16Þ

for exchange and

EGGAc ¼
Z

d3 rεGGAc ðF, s, ζÞ fcðuÞ ð17Þ

for correlation, where fx and fc are both natural cubic splines of
the form of eq 9. The base spline is a trivial one obtained by
setting the value to f = 1 for both the exchange and the correlation
at all 21 knots. The sensitivity analysis to different ranges is
performed by modifying the base spline by either increasing or
decreasing the value of f at one single knot, j + 1, by 5%, in order
to obtain a perturbation at the corresponding value of u.

Examples of the resulting splines are shown in Figure 2, where
the first and ninth points are brought from 1.0 to 1.05 to obtain
f+
j and from 1.0 to 0.95 to obtain f�

j . The 5% value was chosen
because it is large enough for the perturbation to be significant
but is still small enough to avoid extensive ringing near the per-
turbed point (as can be seen in Figure 2). For each modification

Table 1. Root Mean Square Deviation (RMSD/Eh)
a from the

Absolute Atomic Energies Obtained with the Usual Imple-
mentation as a Function of the Number of the Knots in the
Spline (nspline) for Four Exchange Functionals

nspline PBE (XO)b RPBE (XO)b B88 (XO)b SOGGA11 (XO)b

11 1 � 10�5 2 � 10�4 1 � 10�3 2 � 10�2

21 9 � 10�7 8 � 10�6 5 � 10�4 6 � 10�3

101 2 � 10�9 8 � 10�9 5 � 10�6 5 � 10�6

201 3 � 10�10 4 � 10�10 2 � 10�7 6 � 10�8

1001 e1 � 10�10 e1 � 10�10 1 � 10�8 2 � 10�9

2001 e1 � 10�10 e1 � 10�10 e1 � 10�10 e1 � 10�10

a 1 Eh = 1 hartree = 27.2114 eV. bXO denotes that these are exchange-
only calculations (no correlation)

Table 2. RootMean Square Deviation (RMSD/Eh) of Results
Obtained Using nspline = 101 from the Absolute Energies
Obtained Without Fitting for the 350 Atomic and Molecular
Single-Point Energies in the Databasea

functional RMSD

PBE 5 � 10�9

RPBE 1 � 10�8

BLYP 5 � 10�6

SOGGA11 7 � 10�6

aThese calculations include both exchange and correlation, but the
spline is applied only to exchange in this table.



3987 dx.doi.org/10.1021/ct2006192 |J. Chem. Theory Comput. 2011, 7, 3983–3994

Journal of Chemical Theory and Computation ARTICLE

of each exchange or correlation functional, we performed full
SCF calculations on the chosen database.

For every modification of the base spline, we calculate the
sensitivity (S) of the results by using the following formula:

S ¼ Δþ þ Δ�

2
ð18Þ

with

Δ( ¼ (
1
δ

MUEð ( δÞ �MUEð0Þ
MUEð0Þ ð19Þ

where δ is the relative perturbation applied ((0.05 in our case).
Then Δ(measures the sensitivity of the properties as a function
of the perturbation applied, for example, if a positive perturbation
of 5% in u decreases theMUEby 10%, we haveΔ+ =�0.10/0.05 =
�2. At the same time, if a negative perturbation in u worsens the
results by 5%, we haveΔ� = 0.05/�0.05 =�1. The sensitivity in
this case will be S = (�2 � 1)/2 = �1.5.

Results for the sensitivity study of the four considered
exchange functionals and two correlation functionals are dis-
cussed in the next sections. PBE and SOGGA11 were chosen for

study as representative correlation functionals. All four exchange
functionals and both correlation functionals studied here satisfy
the uniform electron gas constraint at u = 0.

The correlation energy is on average an order of magnitude
smaller than the exchange energy, and effects of a given percen-
tage change in the correlation functional therefore tend to be
much smaller than those for changing the exchange functional.
For these reasons, all plots for correlation are reported with a
smaller scale.
5.1. Main Group Atomization Energies (MGAE109/05).

The effects of the perturbations at localized regions of u on
the main-group atomization database are collected in the parts a
and b of Figure 3. All four of the exchange functionals are
sensitive to changes over almost all of the values of u. We can
distinguish two regions of importance, one around u = 0.1 and
another between u = 0.5 and u = 0.8. It is interesting to note a
significant sensitivity at u = 0.8 (s = 2) and even higher, which
corresponds to a region that was previously thought to have less
significant importance.
For the correlation functional, the results are mainly sensitive

in the small u region, including the UEG point at u = 0. For
correlation too, we find an unexpected sensitivity at large values
of u, around u = 0.8.
In order to make these results more concrete and less abstract,

let us consider an example. Consider the PBE functional; theMUE
per bond for PBE with this database is 2.99 kcal/mol. Decreasing
the enhancement factor by 5% at u = 0.1 changes this to 1.69 kcal/
mol (a 44% decrease), whereas increasing it by 5% at u = 0.1
changes the MUE to 5.41 kcal/mol (an 81% increase). Therefore,
S is the average of 16.2 and 8.7, which yields the plotted value of
12.5. In general, a positive S means that the accuracy is increased
by decreasing the density functional at that point.

Figure 3. Sensitivity study to variation of (a) fx and (b) fc as a function of
u for MGAE109/05.

Figure 2. Perturbation of the base spline (black) to form (a) f +
0 (red)

and f�
0 (blue) and (b) f +

8 (red) and f�
8 (blue).
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To illustrate the origin of the different behavior as a function of
u, we pick the OH radical as a representative molecule from the
MGAE109/05 database. The PBE functional has an error of 2.4
(to make it easier to read, all energies in the rest of this discussion
are expressed in kcal/mol and rounded to the nearest tenth) for
the OH bond energy (accurate, 107.1; unaltered PBE, 109.5),
which is similar to the mean unsigned error of 3.0, and its
behavior around u = 0.6 is also similar to the average over the
whole database.
For the OH molecule, the oxygen atom, and the hydrogen

atom, we plot in Figure 4 the differences between the absolute
energies (solid) and the exchange energies (dotted) obtained
using the base spline and that obtained using the perturbed spline
f x+
j , with 5% positive perturbations in the range 0.4 e u e 0.7.
The plot also shows the change in the bond energy.
The differences for the hydrogen atom are not significant for

both the exchange (changes from �0.4 to �0.8 kcal/mol) and
the total energies (changes from �0.3 to �0.8), and it is clear
that the changing in behavior of the atomization energy curve is
given mainly by the different sensitivity of the OH molecule and
the O atom. Furthermore, although the correlation energy does
change (because the SCF calculation with a perturbed exchange
functional leads to a perturbed density), in all cases (atoms and
molecules) the change is small (usually of magnitude less than
0.1, always of magnitude less than 0.2). This shows that the
change in the direct energy contribution of the density functional
is mainly due to the change in exchange energy of O and OH.
The exchange energy of O before the perturbation is�5112.7,

while that of OH is �5347.7. The contribution of exchange
to the bond energy (exchange energy of O plus H minus that of
OH) is 44.9 kcal/mol.
Since the perturbation is positive, the exchange energy

increases in magnitude, becoming more negative. For a pertur-
bation at u = 0.6, the exchange energy of O becomes�5119.5, a
change of �6.7, while that of OH becomes �5350.7, a change
of only�3.1. The contribution of exchange to the bond energy
becomes 40.5 kcal/mol, a perturbation of the exchange con-
tribution to the bond energy of �4.4. However, the pertur-
bation changes the orbitals. While the total energy of O changes

by �6.0, that of OH is more sensitive, and it changes by �8.6.
The net change to the bond energy is +2.2, raising the error
from 2.2 to 4.6. A negative perturbation produces changes of a
similar magnitude but in the opposite direction. The large
magnitude of the individual terms illustrates the well-known
fact that quantum mechanics involves large cancellations of
absolute energy contributions to produce chemical results like
bond energies, and the competing effects of this example make
it more understandable that the sign of S can change as a
function of u. For example, as seen in the figure, the exchange
curves of O and OH cross so that a positive perturbation at
u = 0.4 changes the exchange energy of O by�23.3 and that of
OH by �25.3. Hence, the exchange contribution to the bond
energy is perturbed in the opposite direction of that at u = 0.6,
and the bond energy change is also in the opposite direction.
The purpose of the sensitivity analysis is not to trace all of these
details through the SCF calculations and the changes in orbitals
but rather to see if changes in the exchange and correlation
functional in certain regions of u have systematic effects on the
accuracy of prototype chemical properties, so that one knows
which regions of u space are important for more systematic
improvement of exchange�correlation functionals for better
chemical predictions in the future.
5.2. Ionization Potentials (IP13/03). Results for the IP13/03

database are collected in Figure 5. Ionization potentials are
sensitive to the small u region of the exchange functional,
0.1 e u e 0.4. The errors are most sensitive to changes in the
correlation functional at u = 0 and at u g 0.7.
5.3. Electron Affinities (EA13/03). Results for the EA13/03

database are collected in Figure 6. The effects of changes in the
exchange for electron affinities are similar to those for ionization

Figure 4. Analysis of the changes in the energy components of the OH
radical and its bond dissociation products upon increasing fx from 1.0 to
1.05 at selected values of u. The curves labeled Ex show changes in
exchange energy of O, H, and OH. The curves labeled O, H, and OH
show changes in the total energy of the atoms and molecule. The black
curve is the change in bond energy (total energy of the atomsminus total
energy of the molecule).

Figure 5. Sensitivity study to variation of (a) fx and (b) fc as a function of
u for IP13/03.
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potentials, with a broad sensitive region between 0.1 e u e 0.3.
A key difference in these two properties is the region around
u = 0.7, which is more important for the electron affinities than
for the ionization potentials.
For the correlation, we notice sensitive effects in regions where

the exchange is less affected, in particular u = 0.8.
Comparing Figures 3�6, an interesting conclusion emerges.

In particular, all four exchange functionals could all be improved
for all three properties by decreasing the exchange enhancement
factor around u = 0.6. However, decreasing the SOGGA correla-
tion function at u = 0.8 improves the atomization energies and
IPs but makes the EAs worse. The latter shows the limitations of
GGAs; they are not flexible enough to fit all properties, but the
former shows the inflexibility of prechosen functional forms, not
of GGAs per se.
5.4. Proton Affinities (PA8/06). Results for proton affinities

are presented in Figure 7. This property has less sensitivity than
ionization potentials and electron affinities, with the most
significant centered at about u = 0.1 for both the exchange and
the correlation.
5.5. Alkyl BondDissociation Energies (ABDE12).Results for

alkyl bond dissociation energies are reported in Figure 8.
Results for the exchange are affected in two main regions, one

at u= 0.1 and the other one at u= 0.5�0.7. It is interesting to note
that all functionals seems improvable at u = 0.1, but if the goal is
to obtain a good overall functional (as it was for SOGGA11),
performances in that region for ABDE12 must be balanced with
those for MGAE109/05, which is also very sensitive here but
in the opposite direction. This shows why it is important to
have both atomization energies and bond energies in training
and test sets.

Correlation effects are once again smaller than those for
exchange, with a sensitive region for alkyl bond energies at u = 0.1.

Figure 7. Effects of the variation of (a) fx and (b) fc as a function of u on
the MUE of PA8/06.

Figure 6. Effects of the variation of (a) fx and (b) fc as a function of u on
the MUE of EA13/03.

Figure 8. Effects of the variation of (a) fx and (b) fc as a function of u on
the MUE of ABDEL12.
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5.6. Difficult Hydrocarbon Cases (HC7/11). Results for the
difficult hydrocarbon cases are presented in Figure 9.
The most sensitive regions for the exchange are again the

regions around u = 0.1 and around u = 0.7. This implies that
improving GGA functionals for this property must be carefully
balanced with the performances for atomization energies and
alkyl bond dissociation energies.
The sensitivity to changes in the correlation functional is very

small for u e 0.6 and almost zero at larger values of u.
5.7. Barrier Heights (HTBH38/08, NHTBH38/08).Results for

the HTBH38/08 database are collected in Figure 10, and results
for NHTBH38/08 are presented in Figure 11. Barrier heights
have long been a difficult problem for DFT, and these figures
help us to understand why.
Consider first the more important exchange functional. Two

of the exchange functionals have positive sensitivity at u = 0.1 for
both kinds of barriers, but the other two show opposite sensi-
tivity. For the two functionals with opposite signs of S, improving
the performance for one kind of barrier will worsen it for the
other. Furthermore, for all four functionals, the sensitivity
fluctuates wildly (as a function of u) for NHTBH38/08. Re-
stricted analytic forms may not have the flexibility to be optimum
for all regions of u.
Barrier heights are much less sensitive to the correlation

functional, confirming what we expected from previous experi-
ence. The present results are more definitive though, since they
do not suffer from the possible inadequacy of choosing an
insufficiently flexible functional form.
5.8. Noncovalent Interactions (NCCE31/05). Sensitivity

results for noncovalent interactions are presented in Figure 12.
The sensitivity of this property to the exchange function-
al is spread out over a wide range of u. Interestingly, the

sensitivity to the exchange functional is smallest for SOGGA11,
perhaps indicating that this functional is close to optimal

Figure 10. Effects of the variation of (a) fx and (b) fc as a function of u
on the MUE of HTBH38/08.

Figure 11. Effects of the variation of (a) fx and (b) fc as a function of u
on the MUE of NHTBH38/08.

Figure 9. Effects of the variation of (a) fx and (b) fc as a function of u on
the MUE of HC7.
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(the first derivative with respect to changes vanishes for an
optimum function).
From amore general perspective, it is known that the behavior

of the enhancement factor at large values of the reduced density
gradient s affects the performance of the exchange functional
for noncovalent interactions.35�38 For example, functionals
(such as B88) with enhancement factors that approach large
values or infinity at large s have a very different performance
for noncovalent interactions than functionals (such as PBE) with
enhancement factors that asymptotically reach a small value. This
fact is clearly reflected in the mean signed errors of each group
of functionals for the noncovalent interaction data set. For exam-
ple, B88 underestimates the attractive noncovalent interactions
by about 3 kcal/mol, while PBE overestimates them by about
1 kcal/mol. Our sensitivity analysis, however, tests the per-
formance of each functional for small perturbations of the
enhancement factor, and our plots, like all sensitivity analyses
based on small perturbations, are incapable of showing this
behavior. This is one of the disadvantages of sensitivity analysis
in general.
In a recent paper, Johnson et al.,38 by analysis of the electron

density, found by another route that noncovalent interactions are
indeed sensitive to a large range of s. Their analysis included
larger molecules of biological interest, with similar conclusions to
those drawn from our sensitivity analysis, which, however, adds
the important observation that most of the sensitivity is coming
from the exchange functional. Correlation contributes to the
sensitivity in the region around u = 0.4�0.5, corresponding to
s = 0.8�1, but the effect is smaller than for exchange.
One encouraging result is that for the exchange functional at

u = 0.3. Figures 3�11 show that the sensitivities of the PBE,
RPBE, and B88 functionals are all positive or small at this u value

for the wide range of nonmetallic molecular properties repre-
sented in these nine figures. Thus, decreasing the exchange at this

Figure 13. Effects of the variation of (a) fx and (b) fc as functions of u on
the MUE of AE17.

Figure 14. Effects of the variation of (a) fx and (b) fc as a function of u
on the MUE of SRMBE12.

Figure 12. Effects of the variation of (a) fx and (b) fc as functions of u on
the MUE of NCCE31/05.
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u value should improve those functionals broadly. If we had not
already optimized the exchange and found that these functionals
have too much exchange at this u value (see Figure 1), this might
have led us to discover this. However, for SOGGA11, S is
negative in Figure 9, indicating that some values would improve
and some would get worse if it were decreased further.
5.9. Atomic Energies (AE17). Results for the 17 total atomic

energies of the atoms from H to Cl are collected in Figure 13.
Atomic energies show a broad sensitive region for the PBE
functional in the region 0.1 e u e 0.5; this is an indication of
systematic error in that the functional could be improved by
increasing the exchange. However, as is clear from the discussion
in the previous subsection, increasing the exchange functional in
that region would make many molecular properties worse, at the
expense of improving atomic absolute energies.
At u = 0 and at u = 0.8, there is basically no sensitivity for all

exchange functionals, while the correlation functional is most
sensitive in these regions.
5.10. Metals (SRMBE12, MRMBE5). The results for single-

reference metal bond energies (SRMBE12) and the multi-
reference metal bond energies (MRMBE5) are reported in
Figures 14 and 15.
Compounds containing transition metals are difficult to treat

with DFT, and the results for the exchange confirm this predic-
tion. It is hard to find common ground from the sensitivity study,
but in general we can say that SRMBE12 is less sensitive to
changes in the exchange functional than is MRMBE5, whereas
the opposite is true for correlation. SRMBE12 shows sensitivity
in the entire range of u. Both correlation functionals show
sensitivity in the small u region for SRMBE12 and a pronounced
sensitivity around u = 0.7 for MRMBE5.

The different behavior of the SOGGA11 sensitivity in Figure 14
as compared to the other three can be understood to some extent
by the behaviors shown in Figure 1, except at u = 0.6. However,
Figure 15 is very hard to understand.
5.11. Main Group Bond Lengths (MGBL19). Results on

the geometries database MGBL19 are reported in Figure 16.
The sensitivity of the bond length to changes in the exchange are
quite small, with two interesting regions at u = 0.1 and u = 0.6.
The effects of the correlation are also very small.

6. CONCLUDING REMARKS

We presented in this article an implementation of four
common GGA exchange functionals by means of a natural
cubic spline. We showed that the spline is able to reproduce
the unfitted results very accurately. This opens the door to future
work in which density functionals can be defined directly in terms
of splines, without being constrained by guessed functional
forms. Other advantages of the DFT-spline implementation
include very convenient calculation of the first and second deri-
vatives, offering a simpler implementation in quantum chem-
istry codes for any GGA functional, and the possibility to create
new fitted functionals that are not subject to Runge’s pheno-
menon of oscillation for high-order interpolating polynomial
functions.

By using multiplicative factors defined in terms of spline
functions, we were able to study the exchange and correlation
components of GGAs to various regions of the reduced density
for 12 energetic chemical databases and one bond-length data-
base. This task was hardly possible before, with the usual DFT
implementation. In general, if we consider the results for the

Figure 15. Effects of the variation of (a) fx and (b) fc as a function of u
on the MUE of MRMBE5.

Figure 16. Effects of the variation of (a) fx and (b) fc as a function of u
on the MUE of MGBL19.
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exchange, we usually find reasonably good agreement for all
considered functionals as to which are the sensitive regions of u.
The two correlation functionals are, however, usually sensitive
to other regions.

In some cases, the sensitivity analysis shows the limitations of
GGAs in that changes of the density functionals in a given
direction make one property better and another worse. This is
particularly clear for the exchange functional in the range 0e ue
0.5. For example, when a negative perturbation is applied in
that range, properties such as MGAE109/05, HC7, PA8/06,
NCCE31/05, andMGBL19 often improve, presenting a positive
sensitivity, but properties such as ABDEL12 and AE17 often
worsen, with negative sensitivity. Barrier heights are less sensitive
than other properties, but hydrogen transfers (HTBH38/08)
and non-hydrogen transfers (NHTBH38/08) present different
sensitivities to changing the exchange in the same region. At
large values of u, sensitivity is always reduced compared to the
small u region, but some databases such as IP13/03, PA8/06
HTBH38/08, NHTBH38/08, and AE17 present basically no
sensitivity to variations in the exchange at large u, while the others
present some sensitivity, with contrasting behaviors.

Perturbation of the correlation functional always produces
smaller effects, but also in this case we can find examples of
different behaviors in the 0e ue 0.5 range, for example, positive
values of S for properties such as MGAE109/05, IP13/03, and
SRMBE12 and negative values for EA13/03 and PA8/06. Thus,
any attempt at optimization involves a trade-off where some
quantities get better and others get worse. We find that some
databases, e.g., MGAE109/05, PA8/06, ABDEL12, HC7,
HTBH38/08, NCCE31/05, SRMBE12, and MGBL19, do not
have significant sensitivity at large values of u, while others have
small but non-negligible sensitivity. In particular, it is interesting
to note the different behavior of the two barrier height databases
(NHTBH38/08 and HTBH38/08) and the large sensitivity
of AE17 in this large u region, as opposed to what was found
for exchange.

’APPENDIX: FORMULAS FOR THE SPIN-UNREST-
RICTED CASE

Exchange. The exchange energy for a spin-polarized system
(Fv 6¼ FV) is evaluated in the usual way from the exchange
functional for a spin-unpolarized system (Fv = FV) by using the
spin-scaling relation:

ExfF v , F V g ¼ Ex½2F v �=2 þ Ex½2F V �=2 ðA:1Þ
where Ex[F] � Ex{F/2,F/2} is calculated with eq 1 from the
main text.

Correlation. The spin-polarized case for correlation is more
complicated, and various approaches are used in the literature.
The PBE and SOGGA11 correlation functionals (which are the
only ones considered here) use an enhancement factor that
depends upon the relative spin polarization ζ = (Fv � FV)/F:

EcfF v , F V g ¼
Z

d3r FfεLSDAc ðF, ζÞ þ HðF, u, ζÞg ðA:2Þ
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ABSTRACT: In this work, we present a methodology inspired by criteria of “maximum matching” between the Fukui functions to
predict the best interaction between small silicon clusters to form larger ones. The model is based on the topological analysis of the
Fukui functions. We tested the methodology in the formation of Si4�Si8 using a set of small Si2�Si6 clusters as building blocks in
ground state structures in singlet and triplet multiplicities. In all of the cases, the Fukui function predicts the formation of the large
cluster in its ground state structure, but the number of reaction channels increases with the cluster size.

’ INTRODUCTION

Since the advent of advanced laser vaporization techniques,1�5

atomic and nanocluster semiconductors have become an active
subject of research, both experimentally and theoretically.6�10

Spectroscopic experiments have been utilized to infer the most
stable structures of small atomic clusters, but measurements
provide only indirect information about the geometries. More-
over, there is not conclusive experimental evidence on what is the
mechanism of formation of the more stable structures in atomic
clusters. Silicon nanoclusters have been extensively studied
because of their intrinsic interest from the point of view of
chemical structure and bonding as well as their importance in the
microelectronics industry.11,12 Motivated by the fundamental
importance of understanding properties of silicon-basedmaterials
with increasing size, especially the transition, atom f cluster f
bulk, considerable experimental and theoretical efforts have been
devoted to determine geometric structures of small and midsized
silicon clusters.8,13�15

In the past three decades the development of chemical-reactivity
density functional theory16�20 has provided a formal framework
for many empirical chemical concepts like electronegativity,21 hard-
ness,22�26 Fukui function,27�32 electrophilicity,33�35 et cetera. These
descriptors have been widely applied to study chemical reactivity in
organic chemistry, less in inorganic chemistry, and little in solid state
surfaces36,37 and clusters.38�40

The aim of this paper is to use a criterion of “maximum
matching” between the Fukui functions of small clusters to
predict how large clusters can be formed from the small ones.
This criterion indicates that where electrostatic effects are not
decisive, at the offset of the cluster formation, the clusters prefer
to orient such that their Fukui functions maximize their overlap.
To check this criterion, we assemble pairs of small silicon clusters
in a “maximum matching” orientation and then relax the struc-
ture and check whether the final geometry corresponds to a
known stable structure of the resulting cluster. The organization
of the present paper is as follows. In the next section, we will

address some formal issues like the approximation used to
calculate the Fukui function and the information obtained from
their topological analysis and how the attractors of the Fukui
functions are used to predict the most efficient interaction
between two small clusters to produce a larger one, the “max-
imum matching” criteria. The Fukui function information is used
to predict the most favorable interaction of the small clusters in
each considered reaction; the efficiency of the Fukui function in
predicting the most stable isomers is discussed.

’THEORETICAL MODEL

In the density-functional theory approach to phenomenolo-
gical chemical reactivity theory (chemical DFT),16,20,41,42 the
reactive site of an acceptor of electrons is associated with a large
positive value of the Fukui function:29,30

fþðrÞ ¼ ∂FðrÞ
∂N

� �þ

vðrÞ
¼ FNþ1ðrÞ � FNðrÞ ð1Þ

The superscript “+” on the derivative indicates that the derivative
is taken from above; this is essential because the derivative from
above and the derivative from below

f�ðrÞ ¼ ∂FðrÞ
∂N

� ��

vðrÞ
¼ FNðrÞ � FN�1ðrÞ ð2Þ

are not equal when the number of electrons is an integer, owing
to the derivative discontinuity of the energy,43,44 density, and
other molecular properties.31,45 Similarly, the Fukui function
from below is the key regioselectivity indicator for the donor of
electrons.

The link between the chemical DFT description and the
frontier MO theory description is clear when one approximates
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the Fukui functions using the frontier molecular orbitals:28,46

f�ðrÞ ¼ jjHOMOðrÞj2
fþðrÞ ¼ jjLUMOðrÞj2 ð3Þ

These approximations are sufficient except for the seemingly
rare cases where orbital relaxation effects are important.47�49

When the HOMOor LUMO belongs to a degenerate irreducible
representation of the cluster's point goup, an average over the set
of degenerated orbitals is used.50�52

The following approximation for the total interaction energy
of a donor and acceptor has been deduced elsewhere:25,53

ΔWint ¼ ðμacceptor � μdonorÞΔΝ

þ
Z

ð ∑
α ∈ donor

Zαδðr� RαÞ � FdonorðrÞÞ ΦacceptorðrÞ dr

þΔΝ

Z
ð fþacceptorðr0ÞΦdonorðrÞ � f�donorðrÞ ΦacceptorðrÞÞ dr

� ðΔΝÞ2
ZZ f�donorðrÞ fþacceptorðr0Þ

jr� r0j dr dr0 ð4Þ

where donor and acceptor stand for properties of the donor
and acceptor, and the charge and position of the nuclei are
indexed by α. The chemical potential, μ, determines who
is the acceptor (the one with the most negative μ) and who
is the donor (the one with less negative μ). ΔN is the number
of electrons transferred from the donor to the acceptor.
δνdonor(r) is the change in the external potential of the
acceptor due to the presence of the donor. δ(r � Rα) is the
Dirac δ function centered at the position of the nucleus α,
which accounts for the electrostatic interaction between the
nuclei of both species, which are considered point charges.
Φ(r) is the molecular electrostatic potential. The first term in
eq 4 is independent of the orientation of the molecule and
does not play a role in regioselectivity. The second term is a
pure electrostatic interaction, and it is generally either small
for reagents with noncharged sites (atoms) or negative for
reagents with charged sites (atoms). In our case of neutral
homonuclear silicon clusters, this term must be very small
because the charge on Si atoms is negligible. The third term is
the correction to the electrostatic interaction because of the
electron transfer between both molecules. This term is
usually positive: electron transfer weakens the strength of
the electrostatic interaction because electron flow from the
donor to the acceptor tends to equalize the charges of the
reactive sites. This term, again, should be small in our case, as
there is not significative charge to equalize. Finally, the
integrand in the last term is usually positive because the
Fukui function is positive, with some exceptions only in small
regions around the nuclei of molecules with nodes of the
frontier orbitals in the nuclear positions.49,54 This term, then,
is stabilizing and depends entirely on the relative orientation
between the “frontier” densities of the molecules;55 this term
is decisive for explaining the regioselectivity of systems like
homonuclear clusters, where electrostatic interactions are
expected to be negligible. Therefore, information on the
optimal orientation between two small clusters to form a
large one is enclosed in this term: the orientation should be
such that the integrand is a maximum. This is what we called
the maximum matching criterion. Summarizing, the relative

orientation between reactants is optimal when

ZZ f�donorðrÞ fþacceptorðr0Þ
jr� r0j dr dr0 ð5Þ

is maximum.
Optimizing eq 5 is not an easy task, as it not only depends on

the orientation between the reactants but also on the distance
between them. A systematic approach to this problem would be
to fix a distance between the center of mass of both clusters and
optimize the orientation between the molecules and then repeat
for different distances until it is certain that the maximum had
been achieved. However, for small clusters, one can approach the
problem in an empirical way that uses information of the
topology of the Fukui function gradient field.56 Associated with
the Fukui function, there is a gradient vector field, 3f(r). This
field is characterized by so-called critical points, where 3f(r) =
(0, 0, 0). They represent local maxima, minima, and saddle points
of f(r). From a Hessian matrix,H( f(rc)), analysis associated with
each critical point defines four different types of nondegenerate
critical points: attractor (3,�3), repellor (3, 3), and saddle points
(3, 1) and (3, �1). A basin, roughly speaking, is a region of the
space,Ω, given by all points whose gradient paths end at the same
attractor. The integral of the Fukui function in each basin, fk, is a
measure of the “abundance (population)” of the Fukui function
around the attractor k. It is, then, reasonable to assume that at a
given distance between the reactants (fragments), an assembling
of the fragments that makes small the total distance between the
attractors corresponding to the more populated basins ( fk large)
translates into a large overlap of the Fukui functions.

The details and steps of the method proposed above are as
follows:
(i) The first step is to determine which cluster is expect to be

the donor and which the acceptor. The acceptor between
two clusters is the one with the smallest chemical potential
(more negative).

(ii) From a topological analysis of 3f(r), all basins should be
identified. Then, proceed with the integration of the
Fukui function to obtain the set of fk

(.
(iii) In each cluster should be plotted planes which include as

many attractors as possible with large fk
(.

(iv) The plane of the acceptor should be placed parallel to the
plane of the donor “minimizing” the distance between
attractors. In a symmetric cluster where the plane is the
same as the molecular plane or a face in 3D clusters, the
distance between planes is set to 1.0 Å; otherwise, it is set
to 0.5 Å. Figure 1 shows how this procedure is done for
the formation of Si6

s from the pairs {Si2
t + Si5

t}.

Figure 1. Interaction of Si2
t + Sim

t (m = 4, 5) guided by the respective
Fukui functions. Black spheres correspond to attractors, and numbers
correspond to the value of the Fukui function integrated in each basin.
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(v) Finally, from this starting point, the structures should be
relaxed using an ab initio calculation.

In the present work, we study the formation of closed shell
clusters. We have used the Fukui function information to predict
the best interaction between fragments, and then we relaxed the
systems fixing the multiplicity. Obeying the principle of spin
conservation, we have combined the following: singlet + singlet
f singlet and triplet + triplet f singlet. If we would like to
explore higher spin states, we can fix the multiplicity before
relaxing the formed cluster, for example: singlet + triplet f
triplet, triplet + tripletf quintuplet, and/or exciting the clusters
before relaxing.

This methodology is in total agreement with the working
equations applied to use the local hard and soft acids and bases
principle, which relies on matching of the local softness of the
atoms in the fragments. These working equations use the local
softness which corresponds to the softness of an atom in a
molecule to estimate the maximum matching between both

fragments; if we consider the local softness as obtained by
the Sfk expression, where S is the global softness and fk is the
condensed Fukui function on atom k, then, it is the fk value which
determines the local reactivity of the system.41 In the present
methodology, we used a different strategy to locally condense
the Fukui function using a topological analysis to localize regions
where this function is maximum (attractors), obtaining local
reactive regions around these maximum values (basins), which
are not necessarily atomic regions.

’COMPUTATIONAL DETAILS

The most stable structures for Sin (n = 2�8) were taken from
the literature8,13,14 and reoptimized at the B3LYP57,58/6-311
+G(d,p)59 level. Total energies were recalculated using CCSD-
(T). All of these calculations were done using the Gaussian 03
program.60 For the calculation of Fukui functions, we used
the HF wave function of the CCSD(T)61 calculation. The

Figure 2. Structures, chemical potential μ (eV), and donor and acceptor Fukui functions with their corresponding condensed values for Sin (n = 2�8)
global minimum structures of singlet and triplet configurations.
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topological analysis of the Fukui function was done with the
DGrid 4.4 set of programs.62

’RESULTS AND DISCUSSION

Figure 2 shows the geometry, chemical potentialμ (eV), Fukui
functions isosurfaces at 0.003 au, and the fk

( for each one of the
small clusters Sin (n = 2�6) used in the formation reactions in
their two lowest spin multiplicities (singlet and triplet). All struc-
tures in singlet configuration are more stable than those in triplet
configuration, except for the case of Si2, whose global minimum
configuration is triplet.8,13,14 The chemical potential of the closed
shell configurations is more negative than its open shell counter-
part in all cases.

Table 1 presents the proposed reaction channels of the type
six
α + siy

α f sin where α denotes singlet or triplet configurations
and x + y = n. As it is known that for n = 4�8, a Sin cluster in
singlet configuration is the most stable; only this product channel
has been studied. The number of reactive channels increases with
the size of the cluster. Themost probable reaction channel will be
the one with the most stable reactants because all of the reactions
are exothermic, and the probability to populate the isomers
higher in energy is low. Therefore, in Table 1, the relative ener-
gies ΔErx are taken with respect to the most probable reaction
channels. Hence, Si6 will be most probably formed by the com-
bination of two Si3’s in their singlet state. In the second column of
Table 1, each combination to obtain the large cluster is numbered

Table 1. Reaction Energies Associated with the Formation of
Sin (n = 4�8) Clustersa

cluster entry reaction reaction energy ΔErx

Si4
s 1 Si2

s + Si2
s f Si4

s �146.1 25.1

2 Si2
t + Si2

t f Si4
s �121.0 0.0

Si5
s 1 Si3

s + Si2
s f Si5

s �124.2 11.9

2 Si3
t + Si2

t f Si5
s �112.3 0.0

Si6
s 1 Si4

t + Si2
t f Si6

s �127.3 11.6

2 Si4
s + Si2

s f Si6
s �121.0 10.4

3 Si3
t + Si3

t f Si6
s �116.9 6.3

4 Si3
s + Si3

s f Si6
s �106.2 0.0

Si7
s 1 Si5

t + Si2
t f Si7

s �133.7 28.0

2 Si5
s + Si2

s f Si7
s �130.7 5.4

3 Si4
t + Si3

t f Si7
s �128.3 3.0

4 Si4
s + Si3

s f Si7
s �105.7 0.0

Si8
s 1 Si4

t + Si4
t f Si8

s �108.4 37.6

2 Si5
t + Si3

t f Si8
s �103.5 21.1

3 Si6
t + Si2

t f Si8
s �102.0 12.6

4 Si6
s + Si2

s f Si8
s �95.8 6.4

5 Si5
s + Si3

s f Si8
s �87.3 4.9

6 Si4
s + Si4

s f Si8
s �70.8 0.0

aValues of energy are in kcal mol�1. In all cases, the reactants and
products are the global minimum structures at the corresponding
multiplicity.

Figure 3. Continued
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(1, 2, ...) in a decreasing order of probability of the reaction to
happen. It is important to remark that in Table 1, the reactions
are proposed to produce the global minimum isomer.

Figure 3a and b show the position of the reactant clusters
according to the maximummatching of the Fukui function. All of
the predicted interactions lead to the formation of a stable
cluster. The relative energies of the formation of clusters are
also reported in Figure 3. All of the zero values correspond to
cases where the most stable isomer was formed. In all of the cases
the most stable reactants form the most stable product following
thematching of the Fukui function criteria. There are cases where
a cluster higher in energy is formed. For example, the Si7 singlet
formed following channels 1 and 2 of Table 1. It is also found that
as the number of atoms in the cluster increases, a greater number

of low-lying energy isomers appear. This explains the variety of
structures found in Si8. It is, therefore, gratifying to see that
the criterion of maximum matching of the Fukui function is able to
predict themost stable structure of Si8, which is themost challenging
one among the studied cases.

’CONCLUSIONS

The information obtained from topological analysis of the
Fukui function, basins, attractors, and condensed values has been
used to propose an empirical model to predict the best interac-
tion between small silicon clusters to form larger clusters using a
criterion of “maximummatching” between the Fukui functions. This
criterion says that in reactions where electrostatic interactions are

Figure 3. (a) Orientation that produces themaximummatching of the Fukui functions of two small clusters to form a large cluster (Si4�Si6). f
+ (in red)

is used for the clusters that accept electrons and f� (in blue) for the donors. White dots represent the attractors’ position of each Fukui function. The
numbers represent the reaction channel according to Table 1, and ΔE is the isomer relative energy compared to the global minimun structure. (b)
Orientation that produces themaximummatching of the Fukui functions of two small clusters to form a large cluster (Si7�Si8). f

+ (in red) is used for the
clusters that accept electrons and f� (in blue) for the donors. White dots represent the attractors’ position of each Fukui function. The numbers
represent the reactions channel according to Table 1, and ΔE is the isomer relative energy compared to the global minimun structure. The prime
identifies the cases where the global minimum structures are not obatined by the Fukui predictions.
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negligible, two clusters prefer to orient such that the overlap, in
the sense of eq 5, between their Fukui functions maximizes. Here,
we show that in a significant number of examples of formation of
small silicon clusters, this criterion successfully predicts the
structure of the most stable isomers. In this study, we have not
optimized the matching of the Fukui function in a rigorous way,
but we have used information already contained in the gradient
field of the Fukui functions. It is clear that in more complicated
cases, as could be in systems with low symmetry or that are too
big, an adequate maximization or eq 5 must be done. We have
also devised how this can be done in a general way.
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ABSTRACT:Gold�substrate interaction is essential in gold-catalyzed organic transformations. This study uses high-level coupled
cluster calculations with core�valence correlation and complete basis set (CBS) limit extrapolation as a reference, for assessing the
performance of popular density functional theory (DFT) approximations for a variety of Au(I)/Au(III) complexes with unsaturated
aliphatic hydrocarbon CnHm substrates (ethene, ethyne, and allene). The tested functionals cover from LDA to GGA and meta-
GGA, and to hybrids and double hybrids (LSDA, PBE, M06-L, TPSS, B3LYP, PBE0, M06, M06-2X, TPSSh, B2-PLYP, B2GP-
PLYP). Both the geometry and bond dissociation energy (De) of the Au�CnHm complexes are studied. Our findings show that
B2GP-PLYP, PBE0, and B2-PLYP are the best performing functionals for this set of Au�CnHm complexes. DFT dispersion
correction (DFT-D3), though very helpful for some functionals (e.g., B3LYP and B2-PLYP), does not uniformly improve the results
of all functionals. Ab initio methods like MP2 and SCSMP2 are also tested. MP2 is found to be the worst performing method,
and while SCSMP2 greatly improves the results, still its accuracy is lower than that of the best functionals, B2GP-PLYP, PBE0, and
B2-PLYP.

1. INTRODUCTION

There has been a surge of interest in recent years in gold-
catalyzed organic reactions with the concomitant rapid develop-
ment and discovery of many new transformations in the field.1�11

The catalyzed reactions often involve unsaturated substrates with
CdC, CdCdC, and CtC functional groups. It is thought that
the Au coordination to these functional groups is a key step in
activating the substrates during these gold-catalyzed transforma-
tions.2,12 Due to the importance of these Au�substrate interac-
tions, many theoretical and computational studies have been
carried out to explore the interactions and bonding in Au�
alkene13�21 and Au�alkyne complexes.19�24

Density functional theory (DFT), which has had significant
success in the transition metal chemistry area,25�38 has also
been widely used for exploring many Au-catalyzed reaction
mechanisms.39�71 However, what is still missing is a systematic
study that assesses the performance of various approximate
density functionals in reproducing the geometries and interac-
tions between AuI/AuIII and unsaturated aliphatic hydrocarbons.
In this study, we employ coupled cluster CCSD(T) computa-
tions with an aim of achieving such a systematic assessment of the
widely used DFT and some ab initio methods (e.g., MP2 and its
variants) in reproducing geometries and bond dissociation energies
(De) of Au�substrate complexes. As shown in Scheme 1, the
target molecules AuLx�CnHm used in the study are unsaturated
substrates (CnHm) including ethene, ethyne, and allene, in

combination with a variety of AuI/AuIII-ligated species related
to real catalysts (CnHm = C2H2, C2H4, C3H4; AuLx = Au

I, AuICl,
AuIIICl3, Au

INHC, AuIPH3).
The coupled cluster benchmark data will rely on calibrated

complete basis set (CBS) limit extrapolations including core�
valence correlation effects, which is probably the highest ab initio
level to have ever been applied to these Au�CnHm complexes.
Useful knowledge about both the Au�CnHm interaction and its
ab initio treatment is gained in this study, which would be helpful
to future DFT and ab initio studies of Au-catalyzed organic
transformations.

2. COMPUTAIONAL DETAILS

Treatment of Scalar Relativistic Effect. To take the scalar
relativistic effects into account, we employed the new Stuttgart/
K€oln small-core relativistic pseudo-potential (PP)72 for gold, for
both DFT and ab initio computations. To test whether such ECP
treatment of scalar relativistic effects is sufficient, we performedMP2
calculations on naked Au(I) complexes using Stuttgart/K€oln PP
and compared the results to the calculations using the full electron
third-order Douglas�Kroll�Hess (DKH) Hamiltonian.73,74 The
DKHandPP calculations both included theAu-5s5p core�valence
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correlation effect (note that the Au 5s orbital is lower in energy
than the 4f orbitals in the DKH scheme at the Hartree�Fock
level). The Au 5s5p core�valence correlation in the PP and
DKH schemes used the corresponding correlation consistent
weighted core�valence triple-ζ basis sets of (aug-)cc-pwCVTZ-
PP and (aug-)cc-pwCVTZ-DK.75 For the remaining main group
elements (C, H), we adopted the (aug-)cc-pVTZ basis set76 in
the PP scheme and (aug-)cc-pVTZ-DK77 in the DKH scheme.
The results (see Tables S1 and S2 in Supporting Information
(SI)) show that these two approaches generate similar geome-
tries (maximal Au�C bond distance deviation of 0.002 Å) and
De’s (maximal deviation of 0.96 kcal/mol). Considering the fact
that the scope of this work is mainly the comparative study of
different quantum chemical electronic structure methods, we can
safely rely on the PP adopted for scalar relativistic effect. Because
many basis sets are used in this work, we summarized their
designations and our corresponding abbreviations in Table 1. “A”
represents prefix “aug-” for a basis augmented by diffuse func-
tions. “w” denotes the weighted core�valence correlated basis
set. “X” is the cardinal number of the correlation consistent basis
set, which could be D, T, Q, or 5. For third row p elements Cl and
P, we used the “(X+d)” basis set that includes an additional set of
d orbitals to improve the basis set extrapolation behavior. For
clarity, we do not use the suffix “-PP” in our abbreviation for the
basis set on the Au atom.

Density Functional Methods. All DFT calculations were
done using the Gaussian 0980 program. We employed 11
functionals which cover the range from LDA to (hybrid) GGA,
(hybrid) meta-GGA, and double-hybrid functionals: LSDA,81

PBE,82 M06-L,83 TPSS,84 B3LYP,85�87 PBE0,82,88,89 M06,83,90

M06-2X,83,90 TPSSh,84 B2-PLYP,91 and B2GP-PLYP.92

Geometric performance tests were carried out only for the
smaller naked Au(I) complexes [AuI�CnHm]

+ (CnHm = C2H2,
C2H4, and C3H4), for which we could perform geometry
optimization at the CCSD(T)/CBS level including Au 5s5p
correlation. On the basis of the previous assessment of DFT
optimized geometries of 5d transition-metal-containing com-
plexes,93 we selected five functionals, i.e., LSDA, B3LYP, PBE0,
M06, and B2-PLYP, to test the optimized geometries, employing
DZ and TZ basis sets.75,76 In double hybrid B2-PLYP geometry
optimizations, the 1s electrons of C atoms were not correlated in
MP2-type correlation treatments. In addition to these geometry tests,
we also performed geometry optimizations for all complexes in
Scheme 1 at the B3LYP/DZ level, which can be compared with the
CCSD/DZ results (shown in Table S8 in the SI), and thereby
provide a more general comparison between these two levels.
A test of De values obtained with B3LYP/AQZ

75,76 showed a
difference of up to 0.3 kcal/mol compared with the B3LYP/ATZ
(see Table S3 in SI), hence indicating that the ATZ basis set gives
values close to convergence for DFT. Therefore, all De calcula-
tions were done for all complexes in Scheme 1, using 10 of the
functionals (excluding LSDA), in combination with the ATZ
basis set.75,76 In addition, we tested the effect of dispersion
correction using Grimme’s DFT-D3 method,94 and we em-
ployed two different short-range damping schemes, the original
DFT-D3(0)94,95 and the Becke�Johnson scheme, DFT-D3-
(BJ).96�100 We also tested for basis set superposition error
(BSSE) correction for DFT using the B3LYP functional, and
the results (Table S9 in the SI) indicate that the BSSE corrections
are very small and thus can be neglected.
Ab Initio Methods. Four ab initio methods were employed

using the Molpro2010 package.101 Two of these are coupled
cluster methods (CCSD and CCSD(T)),102�104 and two are the
perturbative methods, MP2105 and SCSMP2.106 Basis set con-
vergence in ab initio methods is not as fast as in DFT, and it

Scheme 1. The Complexes Studied in This Work

Table 1. Various Basis Sets and Their Abbreviations in This
Work

elements basis seta abbreviationa ref

Au (aug-)cc-pVXZ-PP (A)XZ 75

(aug-)cc-pwCVXZ-PP (A)wXZ 75

(aug-)cc-pwCVTZ-DK (A)wTZ-DK 75

C,H (aug-)cc-pVTZ-DK (A)TZ-DK 77

C,N,H (aug-)cc-pVXZ (A)XZ 76

Cl,P (aug-)cc-pV(X+d)Z (A)XZ 78

C,N,Cl,P cc-pwCVXZ wXZ 76, 79
aX represents the cardinal number of the correlation consistent basis set
and could be D, T, Q, or 5 in this work.
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requires extrapolation to the complete basis set (CBS) limit. We
therefore selected the De datum for AuCl�C2H2 for calibration
and performed extensive CBS limit extrapolation using a series of
valence correlated basis sets from (A)DZ through (A)TZ and
(A)QZ all the way to (A)5Z.75,76 Thus, we obtained a series of
two-point extrapolation data from consecutive pairs of basis set
extrapolation, denoted as (A)DZ�(A)TZ, (A)TZ�(A)QZ, and
(A)QZ�(A)5Z. For two-point CBS limit extrapolations of
Hartree�Fork (HF) and correlation energy, we tested a few
proposed formulas. The first one is based on Helgaker’s inverse
cubic scaling dependence of the correlation energy on the basis
set,107 shown in eq 1.

Ecorr, n ¼ Ecorr, CBS þ A
n3

ð1Þ

wherein two parameters A and Ecorr,CBS are to be determined by
calculations with two basis sets, like (A)DZ�(A)TZ, while n is
the cardinal number of the basis sets (n = 2/3/4/5 for
(A)DZ/(A)TZ/(A)QZ/(A)5Z).
For the HF CBS limit extrapolation, a similar fifth power

scaling dependence in eq 2108

EHF, n ¼ EHF, CBS þ A
n5

ð2Þ

was used in combination with eq 1
It was found before by Truhlar109 that for CBS limit extra-

polation involving a small basis like (A)DZ, which is the only
affordable choice for the large complexes in this study, higher
accuracy can be achieved by using the more general eq 3:

Ecorr, n ¼ Ecorr, CBS þ A
nβ

ð3Þ

The predetermined optimal parameter β is available for AD-
Z�ATZ (β = 2.51), DZ�TZ (β = 2.46), and (A)TZ�(A)QZ
(β = 3.05) extrapolation.110 In combination with eq 3, we used
the exponential scaling for HF CBS limit extrapolation,111,112

shown in eq 4

EHF, n ¼ EHF, CBS þ A expð � α
ffiffiffi
n

p Þ ð4Þ
wherein predetermined optimal parameter α is available for
ADZ�ATZ (α = 4.30), DZ�TZ (α = 4.42), ATZ�AQZ (α =
5.79), and TZ�QZ (α = 5.46) CBS limit extrapolation.110

As summarized in Table 2, taking (A)QZ�(A)5Z extrapola-
tion from eqs 1 and 2 as a reference, we find that (a) for the
(A)DZ�(A)TZ extrapolation, eqs 3 and 4 produce better CBS
limits forDe than the values obtained from eqs 1 and 2 and (b) for
the (A)TZ�(A)QZ extrapolation, eqs 3 and 4 generate almost
the same CBS limit of De as that from eqs 1 and 2, which is a
conceivable result since the optimal β = 3.05 in eq 3 for
(A)TZ�(A)QZ extrapolation is very close to the theoretical

value of 3.0 in eq 1, and the difference of extrapolated absolute
HF energies between eqs 4 and 2 with the (A)TZ�(A)QZ basis
is already very small (<0.4 mEh). Thus, in this work, we used
eqs 3 and 4 for (A)DZ�(A)TZ and (A)TZ�(A)QZ extra-
polations, while for (A)QZ�(A)5Z extrapolation, we used
eqs 1 and 2.
The above CBS limit extrapolation procedures are usable for

CCSD(T) calculations. Thus, for MP2 and SCSMP2, only
(A)DZ�(A)TZ extrapolations were done, employing eqs 3
and 4 with an optimal parameter β for MP2 (β = 2.2), as
determined by Truhlar.109

The highest level ab initio geometry optimizations for naked
Au(I) complexes [AuI�CnHm]

+ (CnHm = C2H2, C2H4, and
C3H4) were performed with CCSD(T),MP2, and SCSMP2with
the wDZ/DZ and wTZ/TZ bases on Au/C,H atoms. The
calculations include the Au 5s5p core�valence correlation.
CCSD(T), MP2, and SCSMP2 CBS limit extrapolation was
done then using eq 3 with the wDZ/DZ�wTZ/TZ basis set pair,
as described above for the DZ�TZ basis set.
De Calculations. The geometries are uniformly optimized at

the CCSD/DZ level for all of the complexes in Scheme 1 and
used routinely for De calculations. Three ab initio methods,
CCSD(T), MP2, and SCSMP2, and 10 functionals were em-
ployed in theDe calculations for all of the complexes in Scheme 1.
The ab initio values were corrected to produce the final De/

CBSfinal data based on eq 5:

De=CBSfinal ¼ De=CBSval þ ΔDe=CBSð5s5pÞ
þΔDe=CBSðCVÞ ð5Þ

Here,De/CBSval is theDe value resulting from the ADZ�ATZ
valence correlated CBS limit using eqs 3 and 4.ΔDe/CBS(5s5p)
is the Au 5s5p core�valence correlation correction for De from
the wDZ/DZ�wTZ/TZ (in the order, Au/Cl,P,C,N,H) CBS
limit extrapolation using eq 3. Lastly, ΔDe/CBS(CV) is the
core�valence correlation correction from other non-hydrogen
atoms for De calculated from the wDZ/DZ�wTZ/TZ (in the
order, Au,C,N,Cl,P/H) CBS limit extrapolation using eq 3, and
excluding the correlation of the 1s electrons for Cl and P. All of
the core�valence correlation corrections were calculated by
the difference of two single point calculations, with and without
the corresponding core�valence correlation using the same
(A)wXZ basis set. Three ab initio methods, CCSD(T),MP2, and
SCSMP2, were employed in De calculations for all of the
complexes in Scheme 1. Ten functionals with the ATZ basis
set were tested on the DFT side, as described above in the DFT
subsection. In single point calculations with double-hybrid func-
tionals, the core electrons of non-hydrogen atoms were corre-
lated in an MP2-type correlation treatment.
The CBS De calculations were also corrected for basis set

superposition error (BSSE) using the standard counterpoise

Table 2. De/CBSval (Valence Correlated CBS Limit, in kcal/mol) of AuCl�C2H2 Obtained by Extrapolation with Different
Two-Point Extrapolation Formulas

eqs 3 and 4 eqs 1 and 2

De CBS (ADZ-ATZ) CBS (ATZ-AQZ) CBS (ADZ-ATZ) CBS (ATZ�AQZ) CBS (AQZ-A5Z)

AuCl�C2H2 41.66 41.76 41.47 41.77 41.82

De CBS (DZ-TZ) CBS (TZ-QZ) CBS (DZ-TZ) CBS (TZ�QZ) CBS (QZ-5Z)

AuCl�C2H2 40.04 41.35 39.78 41.37 41.82
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approach.113,114 The results for the AuCl�C2H2 complex shown
in Table 3 indicate that BSSE correctedDe values are consistently
smaller than the corresponding ones without BSSE correction.
As expected, with the larger basis sets like ATZ�AQZ or
AQZ�A5Z, the BSSE corrections for the CBS limit are very
small. While at the ADZ�ATZ CBS limit level, which is the only
practical level for some relatively large complexes we studied
here, and taking the (A)QZ�(A)5Z CBS limit extrapolation
value as the reference, the calculations without BSSE correc-
tion generate much closer results than those with BSSE
correction, in accord with a previous study of BSSE effect
on interaction energy.115 This is a reflection that BSSE and
basis set incompleteness error (BSIE) are oppositely signed
for De. Thus, a favorable error cancellation occurs without
BSSE correction. Therefore, in what follows, we show ADZ�
ATZ CBS limit results without BSSE correction, while the
BSSE corrected data are relegated to the Supporting Informa-
tion (see Table S5 in the SI).

3. RESULTS AND DISCUSSION

3.1. Molecular Structures. Naked Au(I) Coordinate Com-
plexes. To explore the factors that affect the geometries of
Au�alkene/alkyne/allyene complexes, we first optimized the
[AuI�CnHm]

+ (CnHm = C2H2, C2H4, and C3H4) complexes at
various CCSD/DZ levels. To address the geometric influence of
basis-set augmentation, we tested basis sets with diffuse functions
(ADZ), a valence triple-ζ basis (TZ), and wDZ that considers the
Au 5s5p correlation effects. In addition, CCSD(T) was also
employed in geometry optimization combined with DZ to check
the effect of perturbative triples (T) in the coupled cluster
method. Key geometric parameters in these naked Au(I) co-
ordinate complexes were collected in Table 4.
Basis Set and Au 5s5p Correlation Effect in Coupled Cluster

Calculations. Inspection of the Au�C bond lengths in the three
[AuI�CnHm]

+ complexes in Table 4 shows that augmenting the
DZ basis set in CCSD with diffuse basis functions, from DZ to
ADZ, results in minor Au�C bond lengthening (by 0.007 Å at
most). However, improvement of the valence part, from DZ to

TZ, changes the bond lengths more significantly, e.g., shortening
by up to 0.012 Å. Inclusion of the 5s5p electron correlation effect
for gold, with the wDZ basis set, leads to maximal Au�C
shortening, by 0.029 Å. Adding the triples (T) in CCSD(T)/
DZ shortens the Au�C bond lengths by up to 0.027 Å compared
with CCSD/DZ.
The above tests demonstrate that the quality of valence

correlated basis set and the addition of Au 5s5p core�valence
correlation and triples (T) all impart significant effects on the
coupled cluster optimized geometries, while adding diffuse basis
functions has a minor effect. Thus, we performed CCSD(T)/
CBS calculations with the wDZ�wTZ basis set including the Au
5s5p correlation to obtain the most accurate and reliable geo-
metric parameters of these [AuI�CnHm]

+ complexes, as shown
for reference in the last column of Table 4. Comparing CCSD-
(T)/CBS Au�C bond lengths with CCSD/DZ ones, the former
are shorter by about 0.040�0.059 Å than the latter.
Performance of DFT Methods. Having the reference geo-

metric parameters for these [AuI�CnHm]
+ complexes, we can

now assess the performance of DFT methods. To this end, we
selected B3LYP, LSDA, M06, PBE0, and B2-PLYP to optimize
the naked Au(I) complexes with DZ and TZ bases. The key bond
lengths of these complexes optimized with TZ basis sets are
collected in Table 5, while the results with DZ basis sets are
reported in the Supporting Information (see Table S4 in the SI).
The best results using the CCSD(T)/CBS (wDZ-wTZ)

reference are indicated in Table 5 by the bold font. Thus,
PBE0 is the best method in the test set, with deviations of the
Au�C bond lengths being only about�0.002 to +0.023 Å. This
good performance of the PBE0 conforms to the previous
geometry calibration of 5d transition metal complexes.93 How-
ever, in contrast to the previous finding that LSDA is the best
DFT in 5d transition metal complexes,93 here, LSDA under-
estimates the Au�C bond lengths significantly (the deviations
are about �0.062 to �0.077 Å). This conforms to the known
tendency of LSDA to underestimate metal�ligand bond lengths
in 3d and 4d transition metal species,116,117 a tendency that
seems to persist here in the 5d transition metal complexes.
B3LYP, which is the most popular functional in many areas,

Table 3. De (kcal/mol) of AuCl�C2H2 Calculated at the CCSD(T) Level with Various Valence Correlated Basis Sets and CBS
Limit Extrapolations, with and without BSSE Correction

De ADZ ATZ AQZ A5Z CBSval
a (ADZ-ATZ) CBSval

a (ATZ-AQZ) CBSval
b (AQZ-A5Z)

without BSSE correction 39.48 40.87 41.40 41.61 41.66 41.76 41.82

with BSSE correction 35.35 39.11 40.69 41.22 41.13 41.73 41.75
aCBS was obtained from eqs 3 and 4. bCBS was obtained from eqs 1 and 2.

Table 4. Key Bond Lengths (in Å) of Naked Au(I) Coordinate Complexes Optimized with Different Basis Sets at CCSD and
CCSD(T) Levels

complex parameter CCSD/DZ CCSD/ADZ CCSD/TZ CCSD/wDZ CCSD(T)/DZ CCSD(T)/CBSa (wDZ-wTZ)

[Au�C2H2]
+ rAu�C 2.191 2.191 2.179 2.168 2.175 2.135

rC�C 1.253 1.254 1.235 1.256 1.262 1.236

[Au�C2H4]
+ rAu�C 2.201 2.207 2.189 2.182 2.188 2.151

rC�C 1.404 1.408 1.392 1.408 1.413 1.399

[Au�C3H4]
+ rAu�C1 2.157 2.164 2.146 2.142 2.149 2.117

rAu�C2 2.217 2.221 2.212 2.188 2.190 2.158

rC1�C2 1.388 1.391 1.374 1.392 1.397 1.380
aCCSD(T)/CBS was obtained by the extrapolation with eq 3 using wDZ/DZ-wTZ/TZ basis sets on Au/C,H to include the Au 5s5p correlation effect.
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including gold catalysis, overestimates Au�C bond lengths by
about 0.031�0.088 Å. The M06 functional also overestimates
the Au�C bond lengths by about 0.044�0.145 Å. It is note-
worthy that the double-hybrid functional B2-PLYP produces the
second lowest deviation among all tested functionals, with Au�C
bond lengths overestimated by about 0.009�0.028 Å. Consider-
ing the basis set dependence of the double-hybrid functional
(due to MP2 correlation component) compared with other
functionals, B2-PLYP still has the potential to reach higher
accuracy with a larger basis set than the used TZ basis set (see
Table S4 in the SI for the trend of geometric change with
increasing bases).
Performance of MP2 and SCSMP2. Geometric parameters

obtained from the MP2/CBS level and SCSMP2/CBS level for
the same naked Au(I) coordinate complexes are listed in Table 5.
Compared with the CCSD(T)/CBS (wDZ-wTZ) reference
values in Table 5, all Au�C bond lengths obtained with both
MP2 and SCSMP2 are consistently shorter. Deviations of the
Au�C bond lengths in these complexes are about �0.055
to �0.085 Å at the MP2/CBS level, while at the SCSMP2/CBS
level, the deviations are significantly smaller, �0.023 to �0.045 Å,
indicating the improvement of SCSMP2 over MP2.
3.2. Bond Dissociation Energies (De). We begin to discuss

our extensive calibrations on AuCl�C2H2, for assessment of the
accuracy of our adopted CCSD(T)/CBS procedure; then we
show the results for all of the complexes at various ab initio and
DFT levels.
Calibration with the AuCl�C2H2 Complex. Convergence of

Valence-Correlated Basis Set. Table 6 summarizes these De

results of AuCl�C2H2, calculated with CCSD(T) using the DZ-
TZ-QZ-5Z and ADZ-ATZ-AQZ-A5Z basis sets, along with the
corresponding CBS limit extrapolations.
It is seen that when the basis set quality improves, generally the

De value increases, indicating that BSIE leads to underestimation

of De. Taking the highest-level CBS(AQZ-A5Z) value as a
reference, it is clear that CBS extrapolation is absolutely neces-
sary to overcome the BSIE problem, and the extrapolation
improves the result even when it is performed from the low-
end basis sets, such that the ADZ-ATZ extrapolation is better
than the expensive A5Z De without CBS extrapolation, a situa-
tion that was frequently encountered in many previous high-level
ab initio studies on various systems.109,118,119 It is noteworthy
that the De value resulting from CBS(ADZ-ATZ) extrapolation
(41.66 kcal/mol) is only 0.16 kcal/mol away from the CBS-
(AQZ-A5Z) reference (41.82 kcal/mol), indicating a satisfactory
balance between computational accuracy and the cost of the
former approach. The beneficial effect of diffuse basis functions
on De decreases along with the increasing quality of the valence
basis set (1.74�1.58�0.89�0.44 kcal/mol along DZ�TZ�QZ�
5Z series), which is understandable since the basis is becoming
more complete and, hence, the role of the diffuse basis vanishes.
The highest CBS(QZ-5Z) and CBS(AQZ-A5Z) values are
identical to the second digit, which is a convincing indication
that basis set convergence is achieved to a satisfactory level in the
CBS extrapolation. At the double-ζ/triple-ζ CBS level, the effect
of diffuse functions is still significant (1.62 kcal/mol). One inter-
esting point is that if we add the De improvement from DZ to
CBS(DZ-TZ) to the ADZ value, we get De = 41.78 kcal/mol,
which is very close to theCBS(ADZ-ATZ) value (41.66 kcal/mol).
This means we can use CBS(DZ-TZ) and ADZ single point, all
of which are from a smaller basis set compared with ATZ, to get
similar quality results of the CBS(ADZ-ATZ) value with a larger
basis set. This CBS procedure could be very useful in those cases
where diffuse functions are necessary but the ATZ calculation for
large systems is prohibitively expensive in CBS extrapolation
procedures.
Au 5s5p Correlation. Except for the valence correlation, we

also explored the effects of Au 5s5p core�valence correlation

Table 5. Key Bond Lengths (in Å) of Naked Au(I) Coordinate Complexes Optimized at Various DFT/TZ and ab Initio CBS
Levelsa

B3LYP/TZ LSDA/TZ M06/TZ PBE0/TZ B2-PLYP/TZ

SCSMP2/

CBS(wDZ-wTZ)b
MP2/CBS

(wDZ-wTZ)b
CCSD(T)/

CBS(wDZ-wTZ)c

[Au�C2H2]
+ rAu�C 2.177 2.058 2.204 2.133 2.149 2.109 2.069 2.135

rC�C 1.233 1.250 1.227 1.237 1.241 1.240 1.247 1.236

[Au�C2H4]
+ rAu�C 2.203 2.086 2.222 2.158 2.171 2.127 2.092 2.151

rC�C 1.396 1.408 1.383 1.396 1.401 1.404 1.410 1.399

[Au�C3H4]
+ rAu�C1 2.148 2.053 2.161 2.115 2.126 2.094 2.062 2.117

rAu�C2 2.246 2.096 2.303 2.181 2.186 2.113 2.073 2.158

rC1�C2 1.375 1.388 1.363 1.377 1.382 1.386 1.392 1.380
aThe best bond distances compared with reference CCSD(T)/CBS values are denoted in bold. bThe CBS limit extrapolation was obtained according to
eq 3 (β = 2.2), with the wDZ/DZ-wTZ/TZ basis on Au/C,H. cThe CBS limit extrapolation was obtained according to eq 3 (β=2.46), with the wDZ/
DZ-wTZ/TZ basis on Au/C,H.

Table 6. De (kcal/mol) of AuCl�C2H2 Calculated from CCSD(T) with Various Valence Correlated Basis Sets and CBS Limit
Extrapolations

DZ TZ QZ 5Z CBSa (DZ-TZ) CBSa (TZ-QZ) CBSb (QZ-5Z)

De 37.74 39.29 40.51 41.17 40.04 41.35 41.82

ADZ ATZ AQZ A5Z CBSa (ADZ-ATZ) CBSa (ATZ-AQZ) CBSb (AQZ-A5Z)

De 39.48 40.87 41.40 41.61 41.66 41.76 41.82
a Extrapolating to the CBS limit according to eqs 3 and 4. b Extrapolating to the CBS limit according to eqs 1 and 2.
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systematically with wXZ/XZ (X = D, T, Q) basis sets for Au/Cl,
C,H atoms, as well as corresponding diffuse function augmented
basis sets. The calculatedΔDe’s due to the Au 5s5p core�valence
correlation with the CCSD(T) method are summarized in
Table 7.
First, it is seen that the Au 5s5p core�valence correlation

effect computed at all levels consistently increases the De values.
Second, the Au 5s5p core�valence correlation correction to De

decreases with the increase in basis set quality. This is in line with
the previous computational observation on the Au 5s5p correla-
tion effect.75 Last, we note that even though the AwDZ basis set
generates a somewhat different ΔDe value compared with the
wDZ basis set, the ΔDe/CBS values of two basis-set series, with
and without diffuse basis functions, are quite close (within 0.03
kcal/mol). This result demonstrates that it is not necessary to use
a much larger AwXZ basis instead of a wXZ basis to compute the
Au 5s5p core�valence correlation effect. In addition, the wDZ-
wTZ CBS limit is just 0.06 kcal/mol away from the reference
wTZ-wQZ CBS limit, indicating that the wDZ-wTZ CBS limit is
already sufficiently accurate.
More Au�C2H2/C2H4/C3H4 Complexes. CCSD(T)/CBS Refer-

ence Results.The calibration of the AuCl�C2H2 complex led to
an appropriate general scheme to calculate theDe values for other
complexes. Table 8 summaries these De values, calculated at the
CCSD(T)/CBSfinal level according to eq 5, in which we also

added the non-Au core�valence correlation correction ΔDe-
(CV)/CBS with wDZ/DZ-wTZ/TZ (basis set on Au,C,N,Cl,P/
H) CBS limit extrapolation to reach higher accuracy. Although
the magnitudes of the ΔDe(CV) contributions are small, apply-
ing CBS limit extrapolation for this correction can change its
signs from all positive at the CCSD(T)/DZ level to all negative,
as those in Table 8.
Inspecting the De/CBS(5s5p) values in Table 8, it is seen that

the Au 5s5p core�valence correlation correction ΔDe values for
AuIIICl3�CnHm are smaller than for the other AuILx�CnHm

complexes. Just as found above for the group of naked AuI

complexes, the valence correlation extrapolation to the CBS limit
is absolutely necessary because the improvements from the ATZ
results to the CBS(ADZ-ATZ) limit are usually up to about
1 kcal/mol. Again, the AuIIICl3�CnHm complexes are different
from other complexes due to their apparently smaller improve-
ments (0.34�0.57 vs 0.66�1.14 kcal/mol) from the ATZ results
to the ADZ-ATZ CBS limit.
Considering the CCSD(T)/CBSfinal values, the De’s for the

naked AuI complexes [Au�CnHm]
+ are the largest among

the studied complexes, while the AuCl3�CnHm species have
the smallest De values. For the complexes with other ligands like
AuCl�CnHm, [AuNHC�CnHm]

+, and [AuPH3�CnHm]
+, the

variations of theDe values for the same unsaturated hydrocarbon
substrate are no more than about 1 kcal/mol. Concerning the

Table 7. Au 5s5p Core�Valence Correlation Corrections to De (kcal/mol) of AuCl�C2H2 from CCSD(T) with Different Basis
Setsa and CBS Limit Extrapolations

ΔDe (AwDZ) ΔDe (AwTZ) ΔDe (AwQZ) ΔDe/CBS
b (AwDZ-AwTZ) ΔDe/CBS

b (AwTZ-AwQZ)

3.08 2.22 1.90 1.73 1.67

ΔDe (wDZ) ΔDe (wTZ) ΔDe (wQZ) ΔDe/CBS
b (wDZ-wTZ) ΔDe/CBS

b (wTZ-wQZ)

2.68 2.05 1.81 1.70 1.64
a (A)wXZ represents (A)wXZ/(A)XZ basis set on Au/Cl,C,H. b Extrapolating to the CBS limit with eqs 3, 4.

Table 8. CCSD(T)/CBS Calculated De (kcal/mol) of All Complexes, and Correction Components from Au-5s5p and Other
Core�Valence Correlation Calculations

complex De/ ADZ De/ ATZ De/CBSval (ADZ-ATZ)
a ΔDe/CBS (5s5p)

b ΔDe/CBS (CV)
c De/CBSfinal (CBSval+5s5p+CV)

[Au�C2H2]
+ 51.84 53.19 53.91 2.61 �0.32 56.20

[Au�C2H4]
+ 60.36 62.30 63.34 2.91 �0.30 65.95

[Au�C3H4]
+ 61.29 62.90 63.73 3.05 �0.34 66.44

AuCl�C2H2 39.48 40.87 41.66 1.70 �0.14 43.22

AuCl�C2H4 43.95 46.00 47.14 1.75 �0.11 48.78

AuCl�C3H4 44.26 45.79 46.65 1.86 �0.16 48.35

AuCl3�C2H2 28.37 28.68 29.08 0.56 �0.11 29.53

AuCl3�C2H4 38.80 39.21 39.78 0.71 �0.11 40.38

AuCl3�C3H4 37.51 37.54 37.88 0.70 �0.13 38.45

[AuNHC�C2H2]
+ 41.65 42.77 43.46 1.21 �0.17 44.50

[AuNHC�C2H4]
+ 45.00 46.55 47.47 1.25 �0.15 48.57

[AuNHC�C3H4]
+ 45.36 46.58 47.31 1.30 �0.19 48.42

[AuPH3�C2H2]
+ 41.60 42.71 43.37 1.22 �0.10 44.49

[AuPH3�C2H4]
+ 45.79 47.14 47.95 1.28 �0.06 49.17

[AuPH3�C3H4]
+ 46.14 47.37 48.09 1.32 �0.09 49.32

aThe CBSval limit was extrapolated from the CCSD(T) valence correlation calculated with the ADZ and ATZ basis sets. bCorrection of the Au 5s5p
core�valence correlation from the CCSD(T) CBS extrapolation with the wDZ/DZ and wTZ/TZ basis sets on Au/Cl,P,C,H,N. cCorrection of the
core�valence correlation of non-hydrogenmain group elements (C,N, Cl, P) obtained fromCCSD(T)CBS extrapolation with wDZ/DZ andwTZ/TZ
basis sets on Au,C,N,Cl,P/H.
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comparison between different CnHm’s within one AuLx, theDe

of C2H2 is apparently and consistently smaller than those of
C2H4 and C3H6, which is in line with previous theoretical
calculations favoring the Au�alkene over the Au�alkyne
interaction thermodynamically,20 while the difference of
De between the latter two is usually quite small, except for
AuCl3 systems.
In summary of our ab initio treatment of De of Au complexes,

we note the following:
(a) ADZ-ATZ CBS is necessary and sufficient for good

accuracy (within about 0.2 kcal/mol from (A)QZ-(A)5Z
CBS value). Note that diffuse functions are still important
at this level (having about a 1�2 kcal/mol effect on De).

(b) Au-5s5p core�valence correlation is important (up to
about 3 kcal/mol), and DZ-TZ CBS limit extrapolation is
necessary to get the converged values. Here, diffuse
functions are not important.

(c) Non-Au core�valence correlation is not very important
(within �0.34 kcal/mol).

Performance of Various DFT Methods. The CCSD(T)/
CBSfinal values of De can serve as a benchmark for testing the
various DFT functionals, with an aim of hopefully finding one or
more that are uniformly better than others for these problems.
For the DFT data of each of the complexes, see Table S6 and

S7 in the SI. Table 9 summarizes the statistical analysis of the
mean signed/unsigned deviations of various DFT methods
without and with dispersion corrections. These deviations are
also shown schematically in Figures 1 and 2, where Figure 1
shows also the performance of two tested ab initio methods.
From the De values in Table 9 and Figure 1, we find that

ranking of the tested functionals without dispersion corrections,
in order of increasing mean unsigned deviation, is B2GP-PLYP <
PBE0 < B2-PLYP < SCSMP2 < TPSSh < TPSS≈M06-L <M06 <
PBE < B3LYP < M06-2X < MP2. So it can be seen that good

Table 9. Mean Signed (S) and Unsigned (U) Deviations of Various DFT Methods without and with DFT-D3 Dispersion
Corrections from CCSD(T)/CBSfinal

a

B3LYP M06-L M06 M06-2X TPSS TPSSh PBE PBE0 B2GP-PLYP B2-PLYP

without DFT-D3 U 6.91 3.31 3.48 7.33 3.31 2.97 3.72 1.60 0.52 2.07

S �6.91 �3.31 �3.48 �7.33 0.10 �0.97 1.22 �0.36 0.05 �1.61

DFT-D3(0)b U 4.71 3.21 3.25 7.25 2.56 1.85 3.52 1.14 0.99 1.08

S �4.61 �3.21 �3.25 �7.25 1.83 0.80 2.41 1.00 0.99 �0.30

DFT-D3(BJ)c U 3.36 �d �d �d 3.22 �e 3.97 1.74 2.35 0.77

S �2.69 �d �d �d 3.04 �e 3.42 1.74 2.35 0.59
aThe smallest three mean unsigned deviations of each set are denoted in bold. bUsing zero-damping in DFT-D3. cUsing Becke�Johnson (BJ) damping
in DFT-D3. dThere are no BJ parameters for the M06 series of functionals. eCurrently, the BJ parameters of TPSSh could have some problem, see
ref 120; thus these data are omitted.

Figure 1. Mean signed and unsigned deviations of calculatedDe with various DFT/ATZ and ab initio (CBSfinal) methods taking CCSD(T)/CBSfinal as
a reference.

Figure 2. Mean signed and unsigned deviations of calculated De with various DFT-D3/ATZ methods taking CCSD(T)/CBSfinal as a reference.
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geometric performances of DFT methods correlate with their
good energetic performances. In all of the tested methods,
B2GP-PLYP provides the best results compared with CCSD-
(T)/CBSfinal, with the maximal deviation of 1.14 kcal/mol, and a
very small mean signed/unsigned deviation of 0.05/0.52 kcal/
mol. For this set of Au complexes, B2GP-PLYP, which is a
reparametrized B2-PLYP, outperforms its parent. The second
best one is PBE0, which is best among all of the tested (hybrid-)-
(meta-)GGA functionals, with a maximal deviation of �3.79
kcal/mol and a small mean signed/unsigned deviation of�0.36/
1.60 kcal/mol. The third best one is B2-PLYP, with a maximal
deviation of �3.75 kcal/mol and a small mean signed/unsigned
deviation of �1.61/2.07 kcal/mol. The popular B3LYP func-
tional produces the second largest deviations in all tested DFT,
with a maximal deviation of�12.49 kcal/mol and mean signed/
unsigned deviations of �6.91/6.91 kcal/mol. It is interesting to
note that B3LYP, M06-L, M06, and M06-2X consistently under-
estimate De (thus have signed/unsigned deviations of exactly
same magnitude but opposite sign), while other tested func-
tionals do not behave similarly. M06-2X performs much worse
than the other two in the M06 series, which indicates that a high
ratio of exact exchange is not beneficial in these Au complexes of
late transition metals.
After adding the DFT-D3 dispersion correction, as shown in

Table 9 and Figure 2, the deviations of some tested functionals
were consistently reduced, with considerable improvement for
B3LYP and B2-PLYP. As found before,92,121 the results of the
M06 series functionals are almost not affected by adding disper-
sion corrections. For some tested density functionals, like TPSS,
PBE, and PBE0, DFT-D3 corrections do not uniformly improve
the results. DFT-D3(0) with zero short-range damping improves
the results of TPSS, PBE, and PBE0, while DFT-D3(BJ) with BJ-
damping does not. For B2GP-PLYP, both DFT-D3 corrections
turn out to spoil an already good performance. After and before
DFT-D3 corrections, the best three functionals remain to be
PBE0, B2GP-PLYP, and B2P-PLYP, where the first rank depends
on the dispersion correction scheme, B2GP-PLYP (no disper-
sion correction and DFT-D3(0) correction) or B2-PLYP (DFT-
D3(BJ) correction).
Performance of MP2 and SCSMP2. As shown in Table 9 and

Figure 1, the De values obtained at the MP2/CBSfinal and
SCSMP2/CBSfinal levels are all overestimated compared to the
reference values at the CCSD(T)/CBSfinal level. Especially poor
is the MP2/CBS method, which has the largest mean deviation
(10.08 kcal/mol) and largest maximal deviation (14.41 kcal/mol)
of De among all of the tested methods. SCSMP2 significantly
reduced the mean deviation to about 2.6 kcal/mol, and the
maximal deviation to about 5.3 kcal/mol, but its performance
compared with many tested DFTmethods is still not impressive,
especially considering that it is more computationally costly than
most DFT approaches.

4. CONCLUSIONS

We have systematically studied herein the geometries and
bond dissociation energies (De) of typical AuLx�CnHm com-
plexes (Scheme 1) by employing ab initio coupled cluster, MP2,
SCSMP2, and DFT (B3LYP, LSDA, M06, M06L, M06-2X, PBE,
PBE0, TPSS, TPSSh, B2-PLYP, and B2GP-PLYP) calculations.
Our reference CCSD(T) calculations include the calibrated
valence correlation complete basis set (CBS) extrapolation and
core�valence correlation corrections, which are shown to be

important for the achievement of high accuracy. For geometry
optimization, the best tested DFT method is the hybrid GGA
PBE0 followed by the double hybrid B2-PLYP. Unlike LSDA, the
extraordinary performance of PBE0 in geometry conforms to the
previous calibration on 5d transition metal complexes.93 For De,
the most accurate DFT methods are the two double-hybrid
functionals B2-PLYP and B2GP-PLYP, with ranking order
depending on whether one does or does not add dispersion
correction and the particular scheme thereof (D3(0) or D3(BJ)).
With or without DFT dispersion correction, the smallest mean
unassigned deviations of these two double-hybridmethods are all
within about 1 kcal/mol. The largest unassigned deviations for
them are about 1�3 kcal/mol. Within the tested GGA or hybrid
GGA, PBE0 is again the best one, with performance which is just
slightly worse than that of the best of the two double hybrids with
DFT-D3(0). Thus, the good geometric performance is found to
correlate with good energetics of DFT methods in this study.
B3LYP is significantly improved by dispersion corrections, but it
is still outperformed by PBE0. DFT-D3 dispersion does not yield
a uniform improvement for all of the functionals we tested here.
For both geometry and De, MP2 significantly underestimates/
overestimates Au�C bond lengths/De, which is in the opposite
direction of most tested DFT functionals like B3LYP. SCSMP2
greatly alleviates the poor performance of MP2, but it is not
better than the best performing DFT methods for these Au
complexes. All in all, the double-hybrid functionals tested in this
study showed very promising performance on these Au(I)/
Au(III) complexes with unsaturated molecules.

In general, our recommended cost-effective methods for Au-
unsaturated hydrocarbon complexes are three functionals: two
double hybrids, B2GP-PLYP and B2-PLYP, and one hybrid
GGA, PBE0. It would be interesting to know whether these
functionals can keep their good performance in theoretical
studies of homogeneous gold-catalyzed reactions, and whether
there exist alternative optimal functionals. These studies are
underway in our group.
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ABSTRACT: In the description of the electrostatic interaction between a solute treated at coupled cluster (CC) level of theory and
a solvent modeled as a continuum dielectric, the solvent response depends on various contributions: the choice of the reference wave
function, the correlation density, and the orbital relaxation. In previous work, we examined the first two factors with the coupled
cluster singles and doubles (CCSD)method and its variant Brueckner doubles (BD)method. The CCwave function was combined
with the polarizable continuum model (PCM) of solvation in an integrated and efficient method able to describe energy and
molecular properties through analytic energy gradients. Additionally, we investigated some approximations, and proposed new ones,
that reduce the computational cost to nearly that of gas phase CC while keeping most of the complete model description. In this
work, we study the contribution of the orbital relaxation and compare it to the other effects. Such contribution is introduced with a
self-consistent macroiteration procedure, where the reaction field is updated with a refined density. The results presented here show
that the effect of the orbital relaxation is small for CCSD, while for BD the integrated and self-consistent approaches are equivalent.
Thus, these results further confirm that the integrated CCSD-PCM and BD-PCM methods, especially with their respective
approximations, are an efficient approach to perform high-level electronic structure calculations in solution.

1. INTRODUCTION

The interest in introducing the solvent effect in coupled
cluster (CC)1,2 calculations is evident by considering the in-
creasing number of publications on the subject, see for example
refs 3�17.

We investigated the ability of the polarizable continuum
model (PCM)18�20 of solvation to provide such effect in a
reliable way, while maintaining the computational burden close
to that of gas phase CC. We originally followed the approach in
ref 11 for coupled cluster singles and doubles (CCSD) called
perturbation theory energy and density (PTED) scheme for
historical reasons21,22 and its approximation called PTE. In
CCSD-PCM-PTED, the solvent reaction field is separated in a
contribution from the reference wave function [usually the
Hartree�Fock (HF) wave function] and a correlation contribu-
tion, which nonlinearly depends on the reduced one particle
density matrix (1PDM). Such dependence from the 1PDM
makes the PTED scheme computationally much more expensive
than gas phase CCSD, since it requires the evaluation of the Λ
vector.23,24 In the PTE scheme, the correlation reaction field is
neglected. This reduces the computational cost at the expense of
the accuracy of the method.13,16,17 However, by considering the
part of the 1PDM that does not depend onΛ, i.e., the singles CC
amplitudes, 50�80% of the PTE-PTED difference can be
recovered while keeping the same computational cost of the
PTE scheme. This is called PTES scheme, where the S stands for
singles.17 All these schemes work in the frozen orbital framework,
where the reference wave function is decoupled from the
correlation calculation, consistently with the most widely used
CC methods for isolated molecules. Thus, also the solvent
reference and correlation reaction fields are decoupled, and no
orbital relaxation is introduced.

One way to take into account such relaxation and to couple the
two parts of the reaction field is to use a variant of CCSD called
Brueckner doubles (BD).25,26 The BD reference function is built
such that the amplitudes for the single excitations are all zero.
Starting from a guess reference (HF or other), the orbitals are
rotated until the above condition is satisfied. BD thus introduces
an orbital relaxation that is coupled with the CC expansion
(which includes now only double excitations). The numerical
tests on the BD-PCM method,16 for the PTED and PTE
schemes, showed that the latter is a much better approximation
of the complete model for BD than for CCSD while keeping the
computational cost comparable to the gas phase case. Addition-
ally, the larger insensitivity of BDwith respect to the choice of the
initial reference function (compared to CCSD) makes this
method more appealing for cases where the HF wave function
may be unstable also in solution.

Another way to introduce the orbital relaxation in a CC-PCM
calculation is through an external iteration procedure. This is an
old idea, related to the initial implementation of PCM,19 and has
been recently revived by Improta et al. in the context of time-
dependent density functional theory.27,28 In short, the algorithm:
(1) computes an initial CC total density;
(2) computes the reaction field corresponding to this density;
(3) checks for convergence of the reaction field;
(4) if not converged, introduces the reaction field in the

reference calculation and computes an updated density;
(5) returns to point 2.

In this procedure, the relaxed CC density is used, including the
orbital response. This is a self-consistent method and can be
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applied to any method for which it is possible to compute the
1PDM,29 provided that the appropriate definition of the free
energy is used. Indeed, in this work it is applied to CCSD and BD,
and the results are compared to the PTED approach described
above. The external iteration procedure is also a PTED approach,
since the reaction field depends in the correlation density.
However, in order to distinguish it from the frozen orbital
approach, we will use “SC” for “self-consistent” to indicate the
external iteration procedure and will keep “PTED” for the frozen
orbital scheme. PCM-SC is not a computationally efficient
procedure but is simple to implement and provides useful
benchmarking results.

The goal of this work is to compare the PTEDand SC schemes,
for CCSD and BD, in order to evaluate the effect of the orbital
relaxation on the solvent reaction field. Additionally, the approxi-
mated PTE and PTES schemes are tested, in search for the best
compromise between accuracy and computational cost.

The numerical tests show that the reference reaction field is
the major component of the solvent response, as it should be
expected. The correlation contribution, however, can be signifi-
cant and should not be neglected. The orbital relaxation, on the
other hand, gives a very small contribution to the reaction field
compared to that of correlation. Furthermore, the latter can be
very well approximated by using the PTE scheme for BD and the
PTES scheme for CCSD, drastically reducing the computational
effort. These results indicate that CCSD-PCM-PTES and BD-
PCM-PTE are very promising approaches to perform high-level
calculations in solution at a cost comparable to the correspond-
ing gas phase methods.

The paper is organized as follows: In Section 2, the free energy
expressions for the PTED and SC schemes are presented and
compared. The numerical applications are reported in Section 3,
while an overall discussion and concluding remarks are the
content of Section 4.

2. THEORY

In this section, we compare the free energy30 expressions for
the PCM-PTED and PCM-SC schemes when combined with the
CCSD and BD methods. For a review of PCM, the interested
reader is referred to refs 18�22, and 31�36. for the combination
of PCM and CCSD/BD, to refs 11, 13, 16, and 17 and for the
PCM-SC scheme to refs 27 and 28.

As outlined in Section 1, the solvent reaction field (i.e., the
apparent surface charges) is defined differently in the PTED and
SC schemes. In the former, the reaction field is divided into two
contributions: one that depends on the reference function and
the nuclei,Q 0, and one that depends on the CC reduced 1PDM,
Q N.

11,13,16,17 The total reaction field is the sum of the two
contributions: Q PTED = Q 0 + Q N. For CCSD, no orbital
response is included in the total reaction field, since the reference
wave function is decoupled from the coupled cluster expansion.
On the other hand, for BD, the “correlation” reaction field Q N

includes the orbital response, since this is included in the 1PDM
through the solution of theΛ equations.26 The interaction of the
“reference” reaction field Q 0 with the solute wave function is
included in the Fock operator, while the interaction of Q N

introduces explicit terms in the CC equations (for BD, also Q 0

introduces some explicit term).16 In the SC scheme, the total
reaction field,Q SC, is computed all together from the nuclei and
the total 1PDM, which includes the orbital response.27,28 This
is obtained, for CCSD, by solving the appropriate coupled

perturbed HF (CPHF) equations.23,24,35 The interaction of
Q SC with the solute wave function is entirely introduced in the
Fock operator, and no explicit PCM term appears in the CC
equations.

Keeping in mind the difference between Q PTED and Q SC

described above, we can now introduce and discuss the expres-
sions for the free energy in the two schemes. For PTED, the free
energy is

GPTED ¼ ÆΦ0jð1 þ ΛÞe�TH0e
T jΦ0æ

þ 1
2
ÆΦ0jð1 þ ΛÞe�TVeT jΦ0æ 3 Q̅

PTED ð1Þ

where Φ0 is the reference function, H0 is the molecular Hamil-
tonian, T is the excitation operator, Λ is the Z vector from
gradient theory,23,24 and V is the electrostatic potential on the
cavity surface. By using the normal product form of an operator
(indicated with the N subscript),2 the reference contribution to
the free energy can be separated from the correlation contribu-
tion, so that eq 1 can be rewritten as

GPTED ¼ GPTED
0 þ ÆΦ0jð1 þ ΛÞe�TH0NeT jΦ0æ

þ ÆΦ0jð1 þ ΛÞe�TVNe
T jΦ0æ 3 Q̅

0

þ 1
2
ÆΦ0jð1 þ ΛÞe�TVNe

T jΦ0æ 3 Q̅ N

¼ GPTED
0 þ ÆΦ0jð1 þ ΛÞe�THPTED

0N eT jΦ0æ

þ 1
2
ÆΦ0jð1 þ ΛÞe�TVNe

T jΦ0æ 3 Q̅ N ð2Þ

where

GPTED
0 ¼ ÆΦ0jH0jΦ0æ þ 1

2
ÆΦ0jVjΦ0æ 3 Q̅

0 ð3Þ

is the reference free energy and

HPTED
0N ¼ H0N þ VN 3 Q̅

0 ð4Þ
At convergence, eq 2 reduces to11,13,16,17

GPTED ¼ GPTED
0 þ ÆΦ0je�THPTED

0N eT jΦ0æ
þ ÆΦ0je�TVNe

T jΦ0æ 3 Q̅ N

� 1
2
ÆΦ0jð1 þ ΛÞe�TVNe

T jΦ0æ 3 Q̅ N

¼ GPTED
0 þ ΔEPTED � 1

2
V̅N 3 Q̅ N ð5Þ

where

ΔEPTED ¼ ÆΦ0je�THPTED
0N eT jΦ0æ

þ ÆΦ0je�TVNe
T jΦ0æ 3 Q̅ N ð6Þ

Equations 1�6 apply to both CCSD and BD, although for the
latter, the last term in eq 6 vanishes since the singles amplitudes
are zero.16

For the PCM-SC scheme, the free energy is

GSC ¼ ÆΦ0jð1 þ ΛÞe�TH0e
T jΦ0æ

þ 1
2
ÆΦ0jð1 þ ΛÞe�TVeT jΦ0æ 3 Q̅

SC ð7Þ

Note that, for CCSD, the expression in eq 7 is different from that
used in refs 27 and 28, since the orbital response is only explicitly
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included in the apparent charges and not in the potential. Using
the definition in eq 7,GSC is consistent with the equations for the
CC amplitudes. On the other hand, for BD, eq 7 includes the
orbital response through theΛ vector and is equivalent to refs 27
and 28. Separating the reference contribution from the correla-
tion one, eq 7 becomes

GSC ¼ GSC
0 þ ÆΦ0jð1 þ ΛÞe�TH0Ne

T jΦ0æ

þ 1
2
ÆΦ0jð1 þ ΛÞe�TVNe

T jΦ0æ 3 Q̅
SC ð8Þ

where

GSC
0 ¼ ÆΦ0jH0jΦ0æ þ 1

2
ÆΦ0jVjΦ0æ 3 Q̅

SC ð9Þ
Using the CC amplitudes equation in the presence of the

reaction field:

ÆΦje�THSC
0Ne

T jΦ0æ ¼ 0 ð10Þ
where Φ is an excited determinant and

HSC
0N ¼ H0N þ VN 3 Q̅

SC ð11Þ
eq 8 can be simplified to

GSC ¼ GSC
0 þ ÆΦ0je�THSC

0Ne
T jΦ0æ

� 1
2
ÆΦ0jð1 þ ΛÞe�TVNe

T jΦ0æ 3 Q̅
SC

¼ GSC
0 þ ΔESC � 1

2
V̅N 3 Q̅

SC ð12Þ

where

ΔESC ¼ ÆΦ0je�THSC
0Ne

T jΦ0æ ð13Þ
As mentioned in Section 1, GSC is computed with a self-
consistent procedure: several PCM macroiterations are per-
formed where the charges Q SC are calculated with an updated
density and reentered in the reference and CC equations. The
iterative procedure is stopped when convergence on the reaction
field is achieved.

Equations 5 and 12 look very similar. For the CCSD method,
the difference is that the SC scheme includes the orbital response
in the reaction field, and the reference and CC equations are
coupled by Q SC. In the PTED scheme, the reference and the
post-HF part are decoupled, which is consistent with the gas
phase CC method. For the BD method, the PTED and SC
schemes are equivalent since in BD the reference and the CC
expansion are already coupled, and the orbital response is taken
into account in both schemes.

3. RESULTS

A variety of systems is used to compare the PTED and SC
schemes. The solvation free energy, defined as the difference
between the free energy in solution and the gas phase energy, is
computed for five organic molecules: pyridine, aniline, phenol,
p-bromophenol, and chlorobenzene, in three solvents of increasing
polarity: cyclohexane, dichloroethane, and water. Two dimers of
uracil in stacked and hydrogen bonded (H-bonded) conforma-
tion, see Figure 1, are used to compare the interaction energy in
gas phase and water and the solvation free energy. Finally, a
dihydrogen complex of Fe+ in tetrahydrofuran (THF), see
Figure 2, is analyzed by comparing the solvation free energy at
different H�H bond lengths. The PCM cavity is built from
interlocking spheres centered on each nucleus and using the
universal force field (UFF) radii.37 The symmetric version of
integral equation formalism PCM (IEF-PCM)36 is used, and
Scalmani and Frisch’s continuous surface charge (CSC) scheme35

is employed. All the calculations are performed with a develop-
ment version of the Gaussian suite of programs.38

In this section, results for two approximations of the PTED
model are also presented. One approximation is called PTE

Figure 1. Structure of the uracil dimers.

Figure 2. Structure of the H2[FeH(PP)2]+ complex.

Table 1. Solvation Free Energy (kcal/mol) for CCSDa

exptlb PTEc PTES PTEDc SC

Pyridine

Cyc �4.30 �1.76 �1.78 �1.78 �1.79

Dce �5.53 �4.04 �4.08 �4.11 �4.11

H2O �4.70 �4.73 �4.77d �4.80 �4.80

Aniline

Cyc �5.52 �1.92 �1.94 �1.94 �1.95

Dce �7.39 �4.51 �4.54 �4.57 �4.57

H2O �5.49 �5.32 �5.35d �5.38 �5.38

Phenol

Cyc �5.57 �2.14 �2.16 �2.16 �2.17

Dce �7.48 �4.94 �4.97 �4.99 �4.99

H2O �6.62 �5.79 �5.82d �5.85 �5.85

p-Bromophenol

Cyc �7.14 �2.39 �2.42 �2.42 �2.43

Dce �9.10 �5.40 �5.44 �5.46 �5.46

H2O �7.13 �6.29 �6.33d �6.36 �6.35

Chlorobenzene

Cyc �5.10 �0.95 �0.97 �0.98 �0.98

Dce �2.15 �2.18 �2.20 �2.20

H2O �1.12 �2.50 �2.53d �2.57 �2.57
aCyc: cyclohexane, Dce: dichloroethane, H2O: water.

bRef 39. cRef 13.
dRef 17.
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scheme, for CCSD and BD,11,13,16 where the correlation reaction
field contribution is neglected. The other is the PTES scheme
(where S stands for singles), for CCSD,17 where only part of the
CCSD reduced 1PDM is used to compute the correlation
reaction field. Both these approximated schemes do not require
the calculation of the complete CC reduced 1PDM, thus
decoupling the T and Λ equations. This strongly reduces the
computational cost, making the PCM-PTE and -PTES methods
similar to gas phase CC.

The results for the solvation free energies of the five molecules
are reported in Table 1 for CCSD and Table 2 for BD. The tables
also report the experimental data.39 The geometries are taken
from ref 13 for CCSD and ref 16 for BD. The 6-31+G(d,p) basis
set is used. The calculations in Tables 1 and 2 basically show no
difference between PTED and SC, as all of the results are within
0.01 kcal/mol from each other. For CCSD, the difference
between PTE and PTED, which is a measure of the correlation
reaction field effect, although already small (at most 0.07 kcal/
mol), is larger than the orbital response effect. Additionally, such
difference can be greatly reduced with the PTES scheme
(g50%). For BD, PTE is able to recover most of the correlation
solvent effect through the coupling of the reference function and
the CC expansion, without introducing the explicit correlation
reaction field. The comparison with experiment also shows that
nonelectrostatic effects, neglected in the calculations, are far
more important for low-polar solvents than other effects. As
shown in refs 13 and 16, such contributions can be recovered by
adding the proper correction39 to the PCM electrostatic free
energy. Therefore, for this first set of molecules, the orbital
response is the smallest of all the contributions to the free energy.

Tables 3�6 collect the data computed for the uracil dimers in
stacked and H-bonded conformations (see Figure 1). The
geometry for the stacked conformation is taken from ref 40,

and the monomers are 3.3 Å apart. The geometry for the
H-bonded dimer is taken from ref 41 and reoptimized at the
B3LYP level42,43 with the aug-cc-pVDZ basis set44 imposing Cs

symmetry. The calculations are performed with the 6-31G(d)
and 6-31+G(d,p) basis sets. The tables report the interaction
energies, in gas and in solution, and the solvation free energies in
kcal/mol. The interaction energies include a correction for the
basis set superposition error (BSSE) through the counterpoise
method.45,46 The same BSSE correction is used for the gas phase
and PCM calculations, since there is not a well-defined procedure

Table 2. Solvation Free Energy (kcal/mol) for BDa

exptlb PTEc PTEDc SC

Pyridine

Cyc �4.30 �1.79 �1.80 �1.79

Dce �5.53 �4.10 �4.11 �4.10

H2O �4.70 �4.79 �4.80 �4.79

Aniline

Cyc �5.52 �1.94 �1.94 �1.94

Dce �7.39 �4.54 �4.55 �4.55

H2O �5.49 �5.35 �5.36 �5.36

Phenol

Cyc �5.57 �2.17 �2.17 �2.17

Dce �7.48 �4.98 �4.99 �4.99

H2O �6.62 �5.83 �5.84 �5.84

p-Bromophenol

Cyc �7.14 �2.42 �2.42 �2.42

Dce �9.10 �5.44 �5.45 �5.45

H2O �7.13 �6.33 �6.34 �6.34

Chlorobenzene

Cyc �5.10 �0.97 �0.98 �0.98

Dce �2.19 �2.19 �2.19

H2O �1.12 �2.55 �2.55 �2.55
aCyc: cyclohexane, Dce: dichloroethane, H2O: water.

bRef 39. cRef 16.

Table 3. CCSD Interaction and Solvation Free Energies
(kcal/mol) for the Stacked Uracil Dimera

interaction energy

gas PTE PTES PTED SC

6-31G(d) �2.43 0.30 0.39 0.42 0.39

6-31+G(d,p) �3.67 �0.41 �0.33 �0.31 �0.33

solvation free energy

PTE PTES PTED SC

Dimer

6-31G(d) �22.63 �23.01 �23.10 �22.97

6-31+G(d,p) �25.36 �25.64 �25.71 �25.63

Monomer 1

6-31G(d) �12.68 �12.92 �12.97 �12.90

6-31+G(d,p) �14.31 �14.49 �14.54 �14.48

Monomer 2

6-31G(d) �12.68 �12.92 �12.97 �12.90

6-31+G(d,p) �14.31 �14.49 �14.54 �14.48
aThe interaction energies include a BSSE correction.

Table 4. BD Interaction and Solvation Free Energies (kcal/
mol) for the Stacked Uracil Dimera

interaction energy

gas PTE PTED SC

6-31G(d) �2.44 0.43 0.43 0.43

6-31+G(d,p) �3.64 �0.29 �0.28 �0.29

solvation free energy

PTE PTED SC

Dimer

6-31G(d) �23.02 �23.05 �23.05

6-31+G(d,p) �25.67 �25.70 �25.69

Monomer 1

6-31G(d) �12.94 �12.96 �12.96

6-31+G(d,p) �14.51 �14.52 �14.52

Monomer 2

6-31G(d) �12.94 �12.96 �12.96

6-31+G(d,p) �14.51 �14.52 �14.52
aThe interaction energies include a BSSE correction.
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to compute this quantity with continuum solvation models. These
basis sets are not large enough for quantitative results, as shown by a
comparison of the gas phase interaction energies with the best
estimates in the literature:29,41,40 �12.4 and �7.5 kcal/mol for
the H-bonded and the stacked dimers, respectively. There is a
difference of 2�4 kcal/mol with the values in this work (see
Tables 3�6). However, here we are only interested in the
comparison between the various PCM approaches. The solvent
competes with the pair interaction, so that the interaction energy
is reduced by∼3 kcal/mol for the stacked conformation and∼5
kcal/mol for the H-bonded one. For CCSD (Tables 3 and 5), the
difference in the interaction energies between the PTED and SC
schemes is about 0.01�0.03 kcal/mol with both basis sets. This is
again smaller than the PTE-PTED difference, which is already small
(0.04�0.12 kcal/mol). The solvation free energy difference be-
tween the PTE and PTED schemes is larger, around 0.4�0.5 kcal/
mol for the dimer and 0.2�0.3 kcal/mol for the monomers. On the
other hand, the effect of the orbital relaxation produces a difference
of only 0.08�0.14 kcal/mol for the dimer and 0.06�0.07 kcal/mol
for the monomers. As in the previous example, the PTES scheme
strongly reduced the PTE-PTED difference to 0.01�0.02 kcal/mol
for the interaction energy, 0.07�0.11 kcal/mol for the solvation
free energy of the dimers, and 0.05�0.06 kcal/mol for the
monomers, while keeping the computational cost of the PTE
scheme. For BD, there is no difference between the PTED and the
SC approaches, as in the previous example. Furthermore, PTE is a
very good approximation, since the difference with PTED is at most
0.01 kcal/mol for the interaction energy and 0.03 kcal/mol for the
solvation energy, see Tables 4 and 6.

For the H2[FeH(PP)2]
+ complex, the geometry is taken from

ref 16. The calculations are performedwith the Stuttgart/Dresden
pseudopotential47 for Fe, the 6-31G(d,p) basis set for the
dihydrogen and the hydrogen in trans position, and the 6-31G(d)
basis for the rest of the atoms. An extra sphere is included along
the Fe�H2 bond to avoid “solvent pockets” at longer H�H
distances (the sphere diameter being equal to the Fe�H2

distance: 1.6219 Å). Figure 3 shows the change in solvation free
energy when scaling the equilibrium H�H distance (0.8105 Å)
by a factor R. For BD, only one curve is reported since the results
with the SC and PTED schemes are equivalent. The difference
between the two schemes for CCSD is at most 0.4�0.5 kcal/mol.
This is∼3 times smaller than the correlation effect (1.1�1.4 kcal/
mol),16 and in the opposite direction. In our previous work, we
showed that the approximated CCSD-PCM-PTES and BD-
PCM-PTE schemes recover most, if not all, of this effect
(compare Figure 6 in ref 16 and Figure 2 in ref 17).

4. DISCUSSION AND CONCLUSIONS

The test examples in Section 3 show that, for CCSD, the
orbital relaxation is the smallest among all the contributions to

Table 5. CCSD Interaction and Solvation Free Energies
(kcal/mol) for the H-Bonded Uracil Dimera

interaction energy

gas PTE PTES PTED SC

6-31G(d) �10.32 �5.53 �5.48 �5.47 �5.49

6-31+G(d,p) �10.53 �5.12 �5.08 �5.07 �5.08

solvation free energy

PTE PTES PTED SC

Dimer

6-31G(d) �20.90 �21.32 �21.43 �21.29

6-31+G(d,p) �23.61 �23.93 �24.02 �23.92

Monomer 1

6-31G(d) �12.85 �13.09 �13.15 �13.08

6-31+G(d,p) �14.52 �14.71 �14.76 �14.70

Monomer 2

6-31G(d) �12.83 �13.07 �13.13 �13.05

6-31+G(d,p) �14.50 �14.67 �14.72 �14.67
aThe interaction energies include a BSSE correction.

Table 6. BD Interaction and Solvation Free Energies (kcal/
mol) for the H-Bonded Uracil Dimera

interaction energy

Gas PTE PTED SC

6-31G(d) �10.34 �5.46 �5.45 �5.45

6-31+G(d,p) �10.55 �5.08 �5.08 �5.08

solvation free energy

PTE PTED SC

Dimer

6-31G(d) �21.33 �21.36 �21.36

6-31+G(d,p) �23.96 �23.98 �23.98

Monomer 1

6-31G(d) �13.12 �13.13 �13.13

6-31+G(d,p) �14.73 �14.74 �14.74

Monomer 2

6-31G(d) �13.10 �13.11 �13.11

6-31+G(d,p) �14.70 �14.71 �14.71
aThe interaction energies include a BSSE correction.

Figure 3. Solvation free energy (kcal/mol) for the H2[FeH(PP)2]
+

complex at various H�H bond distances. R is a scaling factor from the
equilibrium bond distance.
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the solvent reaction field. The most important one is the
contribution from the reference wave function, as expected.
However, the correlation contribution can be significant, as for
the uracil dimers, where it reaches 0.5 kcal/mol, and even more
the Fe complex, where it is of the order of 1.1�1.4 kcal/mol.16 In
the latter case, the orbital relaxation contribution may amount to
a third of the correlation one.

Although this effect may seem significant, it comes at the prize
of a computationally less efficient, and somewhat less elegant
formulation. Indeed, in the self-consistent macroiteration proce-
dure of the CCSD-PCM-SC scheme,27,28 the coupling of the
reference wave function and the post-HF part are only provided
by the reaction field, and not through a variational optimization
of the CC free energy functional. Additionally, the inclusion of
the orbital relaxation effect makes the formulation of free energy
derivatives complicated (it requires the derivative of the CC
density), and expensive, thus limiting its applicability for molec-
ular properties in solution. The advantage of this strategy,
however, is the rather straightforward implementation, and the
possibility to use it with any method for which the 1PDM is
available.

The PTED scheme, on the other hand, is based on the
decoupling of the reference function and the correlation con-
tributions to the reaction field. This is consistent with CC for
isolatedmolecules. It also allows for an efficient formulation of the
free energy analytic gradients, and therefore, it can be efficiently
used to compute molecular properties in solution. As mentioned
above, this approach neglects the contribution of the orbital
relaxation to the reaction field, but this effect is relatively small.

For the BD variant of CCSD, the SC and PTED schemes are
equivalent, since the orbital response is taken into account in
both. This is an advantage of this method over CCSD, especially
when the HF wave function may be unstable.16 However, BD is
computationally more expensive than CCSD, and the latter can
be used in the majority of cases.

Other effects that can be more important than the orbital
response are the nonelectrostatic contributions to the free
energy, when low-polar solvents are used, see Tables 1 and 2.
These can be accounted for in a variety of ways, and we showed
an example in refs 13 and 16. In the same papers, we also
mentioned that explicit solute�solvent interactions, like strong
H-bonds, can play an important role that cannot be accurately
reproduced by continuum solvation models.

Computational efficiency can be obtained with careful approx-
imations of the PTED model, for CCSD and BD, through the
PTES and PTE schemes, respectively. Both these approximated
schemes recover most of the correlation reaction field contribu-
tion (50�80% with CCSD-PCM-PTES and ∼100% with BD-
PCM-PTE), while keeping the computational cost comparable
with the correspondent gas phase methods.

In conclusion, although the orbital response can provide a
nonnegligible contribution to the free energy, this remains rather
small compared to the other contributions (reference and
correlation). Additionally, the frozen orbitals CCSD-PCM-
PTED scheme is consistent with gas phase CCSD, and analytical
free energy gradients can be efficiently formulated with small
modification of the gas phase formulas and computer code.
Therefore, the latter can be considered more appropriate for CC
calculation in solution with PCM. In light of all of these results,
the best compromise between accuracy and computational effort
is achieved with the PTES approximation for CCSD17 and the
PTE approximation for BD.16
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ABSTRACT: The growing string method is a powerful tool in the systematic study of chemical reactions with theoretical methods
which allows for the rapid identification of transition states connecting known reactant and product structures. However, the
efficiency of this method is heavily influenced by the choice of interpolation scheme when adding new nodes to the string during
optimization. In particular, the use of Cartesian coordinates with cubic spline interpolation often produces guess structures which
are far from the final reaction path and require many optimization steps (and thus many energy and gradient calculations) to yield a
reasonable final structure. In this paper, we present a new method for interpolating and reparameterizing nodes within the growing
string method using the linear synchronous transit method of Halgren and Lipscomb. When applied to the alanine dipeptide
rearrangement and a simplified cationic alkyl ring condensation reaction, a significant speedup in terms of computational cost is
achieved (30�50%).

’ INTRODUCTION

One of the key contributions of theoretical chemistry to the
systematic study of chemical reactions is the ability to accurately
predict kinetic rate constants. These kinetic rate constants are
typically calculated with transition state theory, which requires
knowledge of the transition state structure. While locating stable
minima on the potential energy surface (PES) is considered
relatively easy in theoretical chemistry, the automated location of
first order transition states remains a challenge.

The principle method for obtaining exact first order transition
states connecting known reactant and product configurations is
to first generate a rough guess of the structure and then refine this
structure to the exact answer through surface walking.1�4 The
algorithms for surface walking are similar to the algorithms which
locate PES minima. Because there are many more transition
states thanminima on a typical PES, this guess must be very close
(within the basin of attraction) to the proper transition state in
order to properly converge. Once the transition state has been
refined, it must be confirmed by integrating the reaction path
downhill to the reactant and product configurations.5,6

Several algorithms for finding transition state guesses from
known reactant andproduct configurations have beendeveloped,7�33

including the nudged elastic band method (NEB),5�8 the
string method (SM),11�16 and the growing string method
(GSM).17�22 In each of these “chain-of-states” methods,23 the
minimum energy pathway is located by iteratively optimizing a
discretized representation of the pathway. Each of the nodes in
the chain-of-states is a full molecular structure at some inter-
mediate stage of the transition between the reactant and product.
Optimization steps are taken by moving each image downhill on
the PES, perpendicular to the direction of the reaction path.
Additionally, the nodes in the chain are kept equally spaced
through the optimization process, either through an additional
spacing force or by explicit reparameterization. This ensures that
this node-based description of the pathway does not contain
large gaps, where the PES may be left unsampled.

When using ab initio surfaces in each of these methods, the
overall cost of generating a suitable guess of the transition state
can be stated in terms of the overall number of QM nuclear
gradient calculations performed. All other calculations needed to
perform these methods can be considered negligible. Higher
order derivatives of the QM energy, such as the nuclear Hessian,
would provide faster convergence but are typically expensive in
ab initio calculations.

The most commonly encountered chain-of-states method is
the nudged elastic band method,7,8 which finds an approximate
reaction path by optimizing a series of images connected to each
other through a set of springs with contrived hooke constants.
The optimization step direction for each node, vNEB

i , is com-
prised of two components, as shown in eq 1.

v̂iNEB ¼ �g^i þ f ||i
j � g^i þ f ||i j

ð1Þ

The first term is the perpendicular force, used to minimize the
energy of each node, and is given by eq 2.

� g^i ¼ � ðI � t̂ ît
T
i Þgi ð2Þ

The tangent direction, t̂i, is typically found by normal finite
difference, but other schemes have been proposed for improved
performance.9,10 The second term, fi

), expanded in eq 3, is a force
along the reaction path which arises from the springs that
connect each node in the chain to its neighbors. Here, k is the
spring constant, and R denotes the coordinates of a molecular
structure.

f ||i ¼ t̂ ît
T
i ½ðRiþ1 � RiÞ � ðRi � Ri�1Þ�k ð3Þ

This component is added to ensure that the images remain
equally spaced during the optimization process.
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A slightly newer method, similar in concept to the nudged
elastic band, is the string method.11�16 The reaction path is again
represented by a series of molecular images, but optimization is
broken into two separate steps: evolution and reparameteriza-
tion. In the evolution step, themolecular images aremoved in the
direction of the negative perpendicular gradient, similarly to the
first term in eq 1. The tangent direction is determined by creating
a cubic spline through each Cartesian coordinate of the string of
images. The reparameterization step is performed by reinterpo-
lating the molecular images along this set of cubic splines to
achieve the desired parametrization density. This avoids the need
to decide an arbitrary spring constant, as in the NEB.

The growing string method17�22 is a modification of the
original string method that aims to reduce overall computational
cost by “growing” the set of nodes from the reactant and product
configurations inward toward the transition state. In principle,
this avoids performing gradient calculations on excessively
rugged parts of the PES that are far from the final reaction
pathway. Initially, the string consists of only the reactant and
product configurations, with one node being added to each side
during the first reparameterization. The string is then evolved
and reparameterized in the normal fashion until the specified
convergence criteria for node addition are achieved by the
innermost nodes on the reactant and product sides. New nodes
are added accordingly until the string is fully populated. The
string then continues to optimize until convergence is reached.
Several schemes have been developed to accelerate practical use
by improving optimization, and using cost-saving dual basis
techniques.18�20

The nudged elastic band and stringmethod both require initial
pathways from which the optimizations are launched. This initial
pathway has a tremendous impact on convergence and must be
chosen carefully.14 Cartesian interpolation may work for some
simple reactions; however, it is not always an appropriate choice.
Reactions such as the HNC to HCN isomerization are poorly
described by Cartesian interpolation despite having only a
handful of internal degrees of freedom. Such simple reactions,
as well as more complex reactions with many atoms, require an
interpolation scheme with the chemical intuition built-in. GSM
does not require a full initial guess pathway but does require a
methodology for reparameterizing and interpolating new nodes.

To alleviate this shortcoming of GSM specifically (and more
generally the SM and NEB), we propose using linear synchro-
nous transit (LST) interpolation34,35 for node interpolation and
reparameterization. LST is a method for interpolating between
two fixed molecular geometries that seeks to preserve inter-
nuclear distances within the molecule as it morphed from one to
the other. In doing so, the usual drawbacks of Cartesian inter-
polation in which chemical bonds are overly compressed or
stretched are avoided. A simple example of the contrast between
LST andCartesian interpolation is demonstrated in Figure 1 with
the HCN to HNC isomerization. In this paper, we demonstrate
the advantages of LST interpolation in GSM by direct compar-
ison to Cartesian interpolation.

’MODIFIED IMPLEMENTATION OF THE GROWING
STRING METHOD

I. Evolution Step. To demonstrate the use of LST versus
Cartesian interpolation within the GSM, a modified version of
the algorithm was developed. The evolution step is performed by
moving each current node in the string, i, along the negative

perpendicular gradient, as shown in eq 4. The tangent direction is
determined for each node with either LST interpolation or by
computing the cubic splines over the set of Cartesian coordinates
of the string.

v̂i ¼ �ðI � titTi Þgi
jðI � titTi Þgij

¼ �g^i
jg^i j

ð4Þ

The length of each node’s evolution step is computed by dividing
themagnitude of the node’s perpendicular gradient by a common
scaling factor, γ, as shown in eq 5. This produces a damped
steepest descent step and has the effect of generating a large step
when there is a large perpendicular gradient far from conver-
gence and a small step when the node is near convergence.

di ¼ jg^i j
γ

ð5Þ

The overall step,Δxi, as a combination of eqs 4 and 5 is presented
in eq 6.

Δxi ¼ v̂idi ¼ �g^i
γ

ð6Þ

This step differs from the original GSM,17 which seeks to mini-
mize the string by taking several small trial steps in the down-
hill direction, fitting the observed energy profile to a quadratic
function, and moving to the estimated minimum.
II. Reparameterization Step. After each evolution step, the

string is reparameterized to achieve a uniform node density along
the arclength of the reaction path. If nodes are numbered starting
with the reactant node as i = 1 and the product node as i = N,
whereN is the number of nodes in the fully populated string, the
desired parametrization is given by eq 7. NR and NP are the
number of nodes on the reactant and product sides respectively,
and stot is the current total arclength from reactant to product.
The exact computation of stot is done with the appropriate
interpolation scheme (discussed below).

si ¼ stot
i� 1
N � 1

� �
for i e NR and N �NP < i e N ð7Þ

Figure 1. Contrast of Cartesian and LST interpolation between reac-
tant and product configurations of theHCN toHNC reaction. Note that
the Cartesian interpolated pathway is far from the minimum energy
path, while the LST interpolated pathway is rather close. In addition,
the LST method’s tendency to preserve internuclear distances is
clearly shown.
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The algorithm is started with two nodes on each side of the
string—the fixed reactant and product structures and one
variable node on each side. Once the magnitude of the perpen-
dicular gradient for the innermost node for a side has fallen below
the specified tolerance for node addition, a new node is added to
a side by incrementing NR or NP during the reparameterization
step. This has the effect of growing a new node on the appro-
priate side until the string is fully populated. Once the full string
has been grown, convergence may be considered. The objective
function for locating theminimum energy path (MEP) is the sum
of the perpendicular gradient magnitudes for each node, as
indicated by eq 8. If the end points are assumed to be stable
minima on the PES, they may be neglected in the sum since they
contribute nothing.

F ¼ ∑
N � 1

i¼ 2
jg^i j ð8Þ

’ INTERPOLATION METHOD

If Cartesian coordinates with cubic splines are used for
reparameterization, the procedure is straightforward. A cubic
spline is determined for each Cartesian coordinate using
the structures of the nodes and their positions along the
string in terms of arclength, and the appropriate nodes are
interpolated.

The use of linear synchronous transit reparameterization is
slightly more complicated. It is based on the use of LST
interpolation between two fixed molecular images, as given by
the resultant structure in the minimization of eq 9.

G ¼ ∑
atoms

a > b

ðriab � rcabÞ2
ðriabÞ4

þ 10�6 ∑
atoms

a¼ 1
∑

j¼ x, y, z
ðwi

a, j � wc
a, jÞ2 ð9Þ

The r variables denote internuclear distances, while the w
variables denote pure Cartesian coordinates. The i and c super-
scripts denote “interpolated” versus “computed” values respec-
tively. The interpolated values are determined by mixing the
values of the fixed molecular structures, while the computed
values are derived from the interpolated structure being opti-
mized to minimize G. We are careful to stress that the “com-
puted” internuclear distances, rab

c , are derived from the co-
ordinates provided by the Cartesian “computed” structure, wc.
Thus, there is only one full set of Cartesian coordinates being
manipulated. The numerator of the first term of eq 9 serves to
preserve internuclear distances from being overly stretched or
compressed during interpolation, while the denominator weights

this effect in favor of shorter internuclear distances (i.e., bonding
interactions). The second term of eq 9 provides a small force to
align the interpolated molecule with the fixed end structures.

Equation 9 fails to adequately show that the “interpolated”
values must be computed by choosing a mixing ratio, f, of the two
fixed structures. This is shown in eq 10, where the superscripts 1
and 2 denote the fixed end point structures.

riab ¼ r1ab þ f ðr2ab � r1abÞ
wi
a, j ¼ w1

a, j þ f ðw2
a, j � w1

a, jÞ
ð10Þ

From these equations, it becomes obvious that G is really G =
G(f), and the choice of f (between 0 and 1) will determine how
close the interpolated image is to the fixed end points. A value of
f = 0 will produce an interpolated structure identical to structure
1, while f = 1will reproduce structure 2. If all values of f between 0
and 1 are sampled and the LST equationminimized at each value,
it yields a continuous description of the deformation from
structure 1 to structure 2, with an integrated arclength of sLST
(f). There exists a monotonically increasing but nonlinear
mapping between f and sLST(f) such that it is impossible to know
a prioriwhich value of f to use to return a desired value of sLST. To
avoid this problem, a high-density series of LST interpolations
must be performed between each neighboring set of nodes in the
evolving string.

The general strategy for using LST interpolation for repa-
rameterization in GSM is shown in Figure 2. First, a high-density
set of LST interpolations is performed between each neighboring
pair of nodes. From this, the normalized arclength position of
each interpolated node along the growing string is computed.
Finally, the nodes which yield the appropriate node spacing, as
given by eq 7, are selected from the high-density string and taken
as the reparameterized string. From this same high density LST
interpolated string, the tangent vector at each selected node is
computed and stored.

’COMPUTATIONAL DETAILS

The examples detailed below demonstrate the use of Cartesian
and LST interpolation in our modified implementation of the
growing string method interfaced with Q-Chem 3.2.36 For each
example, a string of 11 nodes was grown from the reactant
and product structures and optimized until a specified objec-
tive function was achieved. At the beginning of the GSM
execution, the reactant and product structures were aligned to
be in maximum coincidence in non mass-weighted Cartesian
coordinates.37 This step is essential to ensure that the rotational
and translational degrees of freedom between the two structures

Figure 2. Cartoon of the strategy for using LST interpolation within the GSM. The spaces between the previous iteration nodes are filled with a discrete
set of LST interpolated images. The set of interpolated images which returns the appropriate prarameterization density is then returned for the next
iteration.



4022 dx.doi.org/10.1021/ct200654u |J. Chem. Theory Comput. 2011, 7, 4019–4025

Journal of Chemical Theory and Computation ARTICLE

do not significantly affect the interpolation. It also ensures that
the computed arclength between nodes does not include appre-
ciable noninternal motion.

The scaling factor used to generate the step length of each
node during the evolution step was γ = 5.0 hartree/Å2. Repa-
rameterization was performed after each evolution step, with new
nodes added to the string (during the reparameterization steps)
if the magnitude of the perpendicular gradient at a frontier node
fell below 0.1 hartree/Å. For reparameterization and node
addition with LST, 200 images were included in each high-
density interpolation string running from reactant to product.
The structures of this high-density string were optimized with
Newton�Rasphon minimization of eq 9 to a tolerance of |3G| <
0.001 when computed in units of Ångstroms.

After the string was fully optimized, the nodes of the string
were used as the starting point of a surface walking transition
state optimization calculation in Q-Chem. This algorithm, which
operates in delocalized internal coordinates, seeks to maximize
the energy along the eigenvector of the lowest Hessian eigen-
mode and minimize the energy along all other eigenmodes.
To aid in these calculations, an exact Hessian was calculated
at the outset of the search and updated via the Powell/Murtagh�
Sargent scheme.38,39

Once a first-order saddle point was isolated from these opti-
mizations, a high-quality MEP was integrated downhill from the
transition state, via the Schlegel�Gonzalez MEP following
algorithm6 in non-mass-weighted Cartesian coordinates, to en-
sure that the transition state connected the reactant and product
structures initially fed to the growing string method. It is possible
that multiple transition states may be found if each node is used
to launch a calculation. For elementary reaction steps, only the
highest energy node for an adequately converged string should
result in a meaningful transition state. For nonelementary
reaction steps, legitimate transition states may be found for each
elementary reaction. Both of these possibilities are explored in
the test cases presented below.

’ALANINE DIPEPTIDE REARRANGEMENT

A common test problem for the benchmarking of MEP and
transition state finding algorithms is the rearrangement of alanine
dipeptide from the C5 isomer to the C7AX isomer. The minimum
energy pathway involves the concerted rotation of the two
dihedral angles, ϕ and ψ, shown in Figure 3. The relevant values
of the dihedral angles for the reactant, TS, and product in the gas

phase at the B3LYP/6-31G level of theory given in the work of
Perczel et al.40 are shown in Table 1. This is the same level of
theory used in the present example.

Figure 4 shows the value of the objective function F (from
eq 8) as a function of iteration. These curves can each be broken
into two regions: growth and refinement. The initial growth
phase, during which new nodes are still being added to the string,
results in the spikes seen initially in Figure 4. Since the number of
nodes in each iteration is not constant in this phase, the number
of QM gradients necessary for each iteration also varies. The
subsequent refinement phase begins once the string has been
fully grown and is marked by the monotonically decreasing value
of F during which the string settles into the reaction pathway. For
alanine dipeptide rearrangement with Cartesian interpolation,
the growth phase is completed after the 33rd iteration, corre-
sponding to 133 QM gradient calculations. With LST interpola-
tion, growth is completed after the 11th iteration and 55 QM
gradient calculations (see Figure 5 for a comparison of the
intermediate energy profiles for the LST and Cartesian GSM).
The growth phase is much faster with LST due to the superior
quality of the new interpolated nodes. This demonstrated in
Figure 6, which shows the energy as a function of iteration for the
first node added to the reactant side of the string. The LST
interpolated node begins at a much lower energy and achieves
the threshold for the next node addition more quickly.

Table 2 lists the number of QM gradient calculations neces-
sary to fully grow the string and achieve the desired level of
convergence. For a convergence criterion of 0.3 hartree/Å, LST
interpolation reduces the number of QM gradients required by
49%, effectively doubling the speed of GSM. The string energy
profiles for each interpolationmethod at a convergence of F = 0.3

Figure 3. The reactant, transition state, and product configurations for the alanine�dipeptide rearrangement reaction.

Table 1. Dihedral Angles (in degrees) of the Alanine Di-
peptide Isomerization

ϕ ψ

C5 �161.5 167. 1

TS 113.7 �141.9

C7AX 72.5 �59.5

Figure 4. Objective fuction, F, vs iteration for the alanine dipeptide
rearrangement reaction. The spikes in the initial portion of each curve
indicate the addition of new nodes during the growth phase.



4023 dx.doi.org/10.1021/ct200654u |J. Chem. Theory Comput. 2011, 7, 4019–4025

Journal of Chemical Theory and Computation ARTICLE

hartree/Å shown in Figure 6 indicate that the overall quality of
the string with Cartesian and LST interpolation is approximately
the same. For a more tightly converged reaction coordinate at F =
0.2 hartree/Å, the speedup is similar at 41%. For each of the four
strings resulting from LST and Cartesian interpolation methods
in GSM at these two convergence criteria, the highest energy
node yields the proper transition state using the standard
Q-Chem surface-walking algorithm detailed in the Computa-
tional Details section.

’RING CONDENSATION REACTION

The second benchmarking case is the cationic ring con-
densation of 2-(but-3-enyl)oxiranium to 4-hydroxycyclohexan-
1-ylium. This reaction is inspired by the much more complicated
(and enzymatically catalyzed) reaction of 2,3-oxidosqualene to
produce lanosterol during cholesterol synthesis.41 Even though
this reaction is simplified, it possesses four transition states on the
path from linear reactant to final product at the gas-phase HF/
STO-3 g level of theory. Each of these transition states and the
stable intermediates are depicted in Figure 7. TS1, TS2, and TS4
are each internal rotations of the molecule with small barriers
between 2.0 and 3.0 kcal/mol. The remaining transition state,
TS3, involves the rearrangement of bond orders and possesses a
much higher barrier of 23.2 kcal/mol.

Figure 8 shows the convergence rate of GSM with both
Cartesian and LST interpolation for this reaction. With Cartesian
interpolation, the growth phase is completed after 36 iterations,
which corresponds to 186 QM gradient calculations. With LST
interpolation, the growth phase requires only 16 iterations,

Figure 5. Comparison of the intermediate energy profiles for the LST
and Cartesian GSM and the exact MEP energy profile for the alanine
dipeptide rearrangement. The GSM energy profiles are snapshots taken
when the objective function, F, reached 0.3 hartree/Å.

Figure 6. Energy of the first interior node from the reactant side versus
iteration for the alanine dipeptide rearrangement. Note that the LST
interpolated node begins at a much lower energy than the Cartesian
interpolated node and achieves the threshold for node addition much
sooner.

Table 2. Computational Cost in QM Gradients for the
Alanine Dipeptide Rearrangement, with Speedup for LST
versus Cartesian Interpolation

conv. criteria method QM gradients speedup

0.3 hartree/Å Cartesian 268 49%

LST 136

0.2 hartree/Å Cartesian 367 41%

LST 217

Figure 7. Reactant, product, stable intermediates, and transition states on the pathway between the linear and ring structures.

Figure 8. Objective fuction, F, versus iteration for the cationic ring
condensation reaction. The spikes in the initial portion of each curve
indicate the addition of nodes during the growth phase.
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corresponding to 84 QM gradient calculations. As denoted in
Table 3, a 27% reduction in the number of gradients is observed
for convergence to F = 0.4 hartree/Å, and a 37% reduction is
observed for convergence to F = 0.3 hartree/Å. Figure 9 shows
the exact energy profile for this reaction, as well as the energy
profiles for both GSM executions once the objective function
reached 0.3 hartree/Å.

In each of the four cases noted in Table 3, launching TS
optimization calculations in Q-Chem36 from the converged
strings’ nodes resulted in several first order transition states. In
all cases, TS1, TS2, and TS3 from Figure 7 were successfully
recovered. However, TS4 (which involves a subtle hydroxyl
group rotation) was only observed for the more tightly
converged (F = 0.3 hartree/Å) LST interpolated string.

’CONCLUSIONS

The growing string method is a powerful tool in the study of
chemical reactions from an ab initio perspective because it allows
for the rapid identification of transition states, from which
approximate kinetic rate constants may be computed with
transition state theory. However, the interpolation method by
which the string is reparameterized and new nodes are added
during the growth phase has a large impact on the rate of
convergence and thus the quality of results. In particular, choos-
ing an interpolation scheme which compresses or expands
chemical bonds arbitrarily can necessitate a large number of
QM calculations in order to properly find the minimum energy
path and transition state.

Our results indicate that using the linear synchronous transit
method developed initially by Halgren and Lipscomb34 can be a
powerful addition to the traditional growing string method. This

interpolation method is an improvement over Cartesian interpola-
tion because it preserves bond lengths and performs rotational
rearrangements seamlessly. The guessed pathways are thus closer to
the final result and require less computational effort to optimize.

When applied to the isomerization of alanine dipeptide, GSM
with LST interpolation requires roughly half of the computa-
tional effort as GSM with Cartesian interpolation. In the con-
densation of 2-(but-3-enyl)oxiranium to 4-hydroxycyclohexan-
1-ylium, computational cost is reduced by roughly one-third
when LST interpolation is used. In this latter reaction, which
contains multiple transition states between the reactant and
product, the LST version of the GSM proves superior by
properly identifying every transition state (major and minor)
where the Cartesian version misses at least one.
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Identifying Various TS Structures for the Cationic Ring
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conv. criteria method QM gradients speedup TS1 TS2 TS3 TS4
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ABSTRACT:The Automated force field Topology Builder (ATB, http://compbio.biosci.uq.edu.au/atb) is aWeb-accessible server
that can provide topologies and parameters for a wide range of molecules appropriate for use in molecular simulations,
computational drug design, and X-ray refinement. The ATB has three primary functions: (1) to act as a repository for molecules
that have been parametrized as part of the GROMOS family of force fields, (2) to act as a repository for pre-equilibrated systems for
use as starting configurations in molecular dynamics simulations (solvent mixtures, lipid systems pre-equilibrated to adopt a specific
phase, etc.), and (3) to generate force field descriptions of novel molecules compatible with the GROMOS family of force fields in a
variety of formats (GROMOS, GROMACS, and CNS). Force field descriptions of novel molecules are derived using a multistep
process in which results from quantum mechanical (QM) calculations are combined with a knowledge-based approach to ensure
compatibility (as far as possible) with a specific parameter set of the GROMOS force field. The ATB has several unique features: (1)
It requires that the user stipulate the protonation and tautomeric states of the molecule. (2) The symmetry of the molecule is
analyzed to ensure that equivalent atoms are assigned identical parameters. (3) Charge groups are assigned automatically. (4)Where
the assignment of a given parameter is ambiguous, a range of possible alternatives is provided. The ATB also provides several
validation tools to assist the user to assess the degree to which the topology generatedmay be appropriate for a given task. In addition
to detailing the steps involved in generating a force field topology compatible with a specific GROMOS parameter set (GROMOS
53A6), the challenges involved in the automatic generation of force field parameters for atomic simulations in general are discussed.

’ INTRODUCTION

Computer simulations are widely used to gain insight into
dynamic molecular processes at near atomic resolution. In
particular, molecular dynamics (MD) methods can be used to
model the time evolution of biomolecular systems (proteins,
lipids, nucleic acids, and carbohydrates) in order to study dyna-
mic processes such as protein folding or to sample a Boltzmann-
weighted ensemble to estimate thermodynamic properties such
as ligand binding free energies. The primary challenge in such
simulations is to describe the properties of the system in terms of
the interactions between atoms. Given the size and complexity of
biomolecular systems together with the time scales that must be
reached to model processes of interest, the use of classical
mechanics in conjunction with a so-called effective force field is
normally the method of choice. In such MD simulations, the
interactions between the various particles in a given system are
represented by an empirical energy function, parametrized to
reproduce a range of structural, energetic, or thermodynamic
properties of model compounds derived from experimental and/
or high level quantum mechanical calculations.

A variety of such empirical force fields have been developed for
use in biomolecular simulations. These include the GROMOS,1�5

AMBER,6,7 CHARMM,8,9 and OPLS10,11 force fields. Although
the form of the potential energy function used in each of these

force fields is very similar, the parameters that are used to
describe specific molecules can differ significantly. This in part
reflects different parametrization philosophies. However, it also
reflects the fact that the range of data that can be used during the
parametrization is limited. As a result, parametrization is an
underdetermined problem. Force field development is also
further complicated by the fact that the parameters themselves
are highly correlated. Common force fields such as GROMOS,1�5

AMBER,6,7 CHARMM,8,9 and OPLS10,11 provide a set of inter-
nally consistent parameters for a core set of molecules such as
amino acids, nucleotides, simple sugars, common lipids, and
common solvents. These are not general force fields per se but
have instead been specifically parametrized to reproduce a given
set of properties of this core set of molecules. As a consequence,
each new heteromolecule such as a substrate, inhibitor, cofactor,
or drug molecule must be parametrized individually. A num-
ber of more general force fields intended for the description of
a wide range of small molecules have also been developed.
Examples include MM2,12 MM3,13 MM4,14,15 and MMFF94.16�18

Such force fields employ more complex potential energy functions
expressed in terms of atomic properties and, as such, are

Received: March 22, 2011
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incompatible with most of the biomolecular force fields in
common use.

The most basic approach that can be used to develop a force
field description for a novel molecule compatible with one of the
major biomolecular force fields is to manually assign parameters
to groups of atoms based on their similarity to groups of atoms in
molecules that have already been specifically parametrized for
that force field. This is, however, tedious, time-consuming, and
error-prone. Also, to be done appropriately, a detailed knowledge
of the philosophy underlying a given force field is required. As a
consequence, various tools have been developed to facilitate the
generation of the force field descriptions for novel molecules for a
range of force fields. A number of these generate simplified
topologies and parameters that can be used to maintain a particular
geometry of a ligand molecule for use in X-ray refinement. For
example, the program eLBOW19 (electronic Ligand Builder and
Optimization Workbench), a module of the PHENIX20 suite
of programs, generates a topology, parameters, and geometric
restraints for ligand molecules based on the results of semiempi-
rical quantum mechanical (AM121) calculations. It uses a rule-
based approach to identify all possible bonds, bond angles,
dihedral angles, planar rings, and chiral centers in a molecule.
Hydrogen atoms are added and semiempirical QM calculations
performed to optimize the geometry of the molecule in a
vacuum. The optimized geometry is then used to derive a set
of purely geometric parameters for X-ray refinement in the
CCP422 monomer library format. Note that this format does
not contain information regarding the force constants used to
impose these geometric restraints. The program LIBCHECK,23

distributed as part of the CCP422 package, has a database of
molecules that can be searched for known ligands based on
element type and bonding patterns. In cases when no appropriate
ligand is found, the parameters are generated using a rule-based
approach using the geometry supplied by the user. The new
molecule is then added to the database. LIBCHECK is also used
by the refinement programs Refmac24 and Coot.25 XPLO2D,
part of the X-PLOR and CNS26,27 packages, generates a highly
simplified topology for use with the program CNS based on a set
of coordinates supplied by the user. Again, a set of rules is used to
identify atom type, bonds, bond angles, etc., which are combined
with a small set of default values for the force constants to
generate a set of geometric restraints. For example, 4184 kJ
mol�1 Å�2 is used for all bond lengths, 2092 kJ mol�1 rad�2 for
all bond angles, and 3140 kJ mol�1 for all proper and improper
dihedral angles of constrained systems and 0 kJ mol�1 in all other
cases. The HIC-Up28 (Heterocompound Information Centre—
Uppsala, http://xray.bmc.uu.se/hicup/) Web server provides
parameter and topology files generated using XPLO2D for all
heteromolecules found in the PDB and is updated once or twice a
year. The program Hess2FF29 can also be used to generate a
topology and geometric constraints in CNS format. Hess2FF
uses a Hessian (force constant matrix) of a molecule as input,
which can be obtained from molecular mechanics, semiempirical
or quantummechanical calculations. The molecular descriptions
generated by the tools listed above are, however, intended for use
in X-ray refinement and are not suitable for molecular simula-
tions. Many do not provide terms to model the nonbonded
atoms (electrostatic and van der Waals interactions) or only
provide parameters for heavy, non-hydrogen atoms. While these
simplified descriptions are widely used, it is increasingly apparent
that errors in the description of ligand molecules, often linked to
the use of these very simplified representations, lead to errors and

uncertainties in structural databases such as the Protein Data
Bank (PDB). This potentially has severe implications for structure-
based drug design, interpretation of biochemical mechanisms,
and validation of virtual screening.30

A number of programs and Web servers have been developed
to facilitate the generation of force field descriptions of novel
molecules for use in MD simulations. MKTOP31 (http://
labmm.iq.ufrj.br/mktop/) implements a rule-based approach
to generate an OPLS-AA like force field in a GROMACS-
readable format. A distance criterion of 0.3 Å is used to identify
bonded partners. This information is used subsequently to assign
atom types based on chemical environment and to derive other
bonded parameters. The program does not assign partial charges
to the atoms. Instead, thesemust be supplied by the user together
with a set of coordinates for atoms in the ligand. Antechamber32

(http://ambermd.org/antechamber/antechamber.html) and
YASARA AutoSMILES Server (http://www.yasara.org/auto-
smilesserver.htm) generate topologies compatible with the
GAFF7 (Generalized AMBER force field) based on a set of
coordinates supplied by the user. In the program Antechamber,
first the atom types and atomic charges are assigned. If the user
supplies a QM output file containing the electrostatic potential
(ESP), then the partial atomic charges are assigned on the basis
of the RESP33 method; otherwise AM1-BCC34 [Bond Charge
Correction (BCC) applied to the AM1 atomic charges] charges
are assigned. The bonded parameters are assigned on the basis of
the GAFF parameters subsequently. In the YASARA server, an
AM1 calculation is performed to optimize the geometry of the
ligand. Initially, AM1-BCC parameters (including charges) are
assigned to the molecule. However, if fragments within the mole-
cule match fragments within a standard GAFF database, the
charges are replaced by RESP charges, and the bonded para-
meters replaced by standard GAFF parameters. GENRTF35

(http://a.cmm.ki.si/genrtf/) generates parameters and a topol-
ogy compatible with the CHARMM force field using a rule-based
approach. SwissParam (http://swissparam.ch/) generates a
force field description for small organic molecules by combining
bonded parameters extracted from the Merck Molecular Force
Field (MMFF) and nonbonded terms from the CHARMM22
force field. Paramchem server (https://www.paramchem.org)
also aims to generate parameters consistent with the CHARMM
force field. PRODRG36 (http://davapc1.bioch.dundee.ac.uk/
cgi-bin/prodrg/prodrg.cgi) is a Web server which generates
force field descriptions of ligand molecules based roughly on
the GROMOS 43A1 force field. The molecular topologies
generated by PRODRG are intended for use in X-ray refinement,
docking, and MD simulations. Nevertheless, PRODRG has a
number of serious limitations, including that the ligand proton-
ation states are assigned automatically by PRODRG, the assign-
ment of critical 1�4 exclusions is inappropriate in some cases,
and atomic charges and charge groups are not assigned in a
manner consistent with the GROMOS force field.37 In fact, it is
not possible to assign the protonation/tautomeric state and/or
the overall charge of the molecule using many of the tools and
Web servers described above. Although the YASARA Auto-
SMILES Server does consider the pH when adding hydrogen
atoms to a given structure, the tautomeric state cannot be assigned.

Here, we describe the Automated force field Topology Builder
(ATB, http://compbio.biosci.uq.edu.au/atb) and repository.
The ATB is a Web-accessible server that can provide topologies
and parameters for a wide range ofmolecules compatible with the
GROMOS family of force fields. The topologies and parameters
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provided are designed for use in molecular simulations, compu-
tational drug design, and X-ray refinement. The ATB has three
primary functions: first, to act as a repository for molecules that
have been parametrized as part of the GROMOS family of force
fields; second, to act as a repository for pre-equilibrated systems
for use as starting configurations in molecular dynamics simula-
tions (solvent mixtures, lipid systems pre-equilibrated to adopt a
specific phase, etc.); and third, to generate force field descriptions
of novel molecules compatible with the GROMOS force field in a
variety of formats. This is done in a multistep process in which
results from a series of quantum mechanical (QM) calculations
are combined with a knowledge-based approach to ensure
compatibility with the GROMOS family of force fields. The
ATB differs from other topology builders in that it requires the
user to stipulate the protonation and tautomeric states of the
molecule. The symmetry of the molecule is also analyzed to
ensure equivalent atoms are assigned identical parameters irre-
spective of molecular geometry. Charge groups, which are used
in the GROMOS force field to ensure that compensating groups
of charges are always considered simultaneously, thus reducing
artifacts in the calculation of the long-range electrostatic inter-
actions, are assigned automatically. Importantly, in cases where
the assignment of a given parameter is ambiguous, a range of
possible alternatives is provided. Finally, the ATB provides several
validation tools to assist the user to assess the degree to which the
topology generated may be appropriate for a given task.

The remaining sections of the manuscript are organized as
follows. First, the challenges associated with the automatic genera-
tion of molecular force fields are discussed briefly. Then, the basic
structure of the ATB pipeline is presented. This is followed by a
discussion on the limitations of the current version of the ATB
along with the steps taken to validate the final topologies.

’CHALLENGES IN THE AUTOMATIC GENERATION OF
MOLECULAR FORCE FIELDS

The empirical potential energy functions used in biomolecular
force fields such asGROMOS,1�5 AMBER,6,7 CHARMM,8,9 and
OPLS10,11 are crude in the sense that they attempt to represent
the potential energy surfaces of a wide range of molecules using a
very limited set of parameters. Differences in chemical environ-
ment are encoded by assigning different sets of van der Waals
interaction parameters for a given atom type depending on the
neighboring atoms. Pair interactions are based on simple combi-
nation rules. Electrostatic interactions are modeled by assigning
fixed partial charges to atoms. In addition, the parameters are
often correlated. For example, the choice of van der Waals
parameters is correlated with the partial charge, and dihedral
terms are correlated with both the other bonded as well as
nonbonded parameters. This leads to a number of challenges
when attempting to generate a molecular force field description
automatically. To select an appropriate atom type, one must first
be able to identify the local chemical environment, determine if
the atom is aromatic or aliphatic, if needed determine whether
the atom may be a hydrogen-bond donor or acceptor, and assign
a partial charge to an atom. In particular, assigning appropriate
partial atomic charges is challenging. The most common ap-
proach to deriving partial atomic charges is to fit to the electro-
static potential of a molecule as obtained from a QM calculation.
However, while the electrostatic potential around an atom can be
calculated to high precision, the net charge on an atom is not itself
an observable property. As a consequence, charges proposed on the

basis of alternative charge assignment methods can differ signi-
ficantly.38 In addition, QM-derived charges depend on the level
of theory used in the calculations, the precise conformation of the
molecule, and the symmetry (point group) used when perform-
ing the calculations on the molecule. These differences can be
significant even in very simple systems. Figure 1 shows the partial
atomic charges obtained by fitting to the electrostatic potential of
a molecule of benzene in implicit water calculated using the
method of Kollmann�Singh39 starting from the optimized
geometry at the B3LYP/6-31G* level of theory as a function of
the molecular symmetry (point group). As can be seen, there are
dramatic differences in the charges assigned to the atoms using
C1 as opposed to enforcing D6h symmetry. Symmetry must also
be considered in the assignment of atom types and bonded
parameters if the topologies are to be used in simulations where
the molecules can change conformation. Last but not the least,
the assignment of bonded parameters also represents a major
challenge. Most biomolecular force fields contain bonded para-
meters for only a narrow range of molecular architectures, and
new parameters must be derived for novel cases. However, the
actual value of a bond angle in an optimized geometry may differ
significantly from the relevant ideal value due to the effect of the
local environment captured by other terms in the force field.
Likewise, while force constants for specific internal degrees of
freedoms can be derived from the Hessian (the derivative of the
force with respect to the coordinates) as obtained from QM
calculations, these will also contain contributions due to non-
bonded interactions within the molecule.

’ATB PIPELINE

A flow-chart outlining the steps taken in the generation of a
molecular topology using the ATB is outlined in Figure 2. The
user is required to provide three pieces of information:
(i) A set of three-dimensional coordinates of all atoms

(including all hydrogen atoms) in PDB format
(ii) A set of atomic connectivity data (PDB CONECT

records)
(iii) The overall formal charge on the molecule
The combination of coordinates, connectivity, and overall

charge provided by the user uniquely defines the stereochemistry
as well as the protonation and tautomeric state of the molecule.
In addition, the user is requested to provide a common name or a
description of themolecule to assist when searching the database.
The user is also asked to provide the IUPAC name of the
molecule, any experimental data related to the free energy of
hydration of themolecule, and a unique three to four-letter/-digit

Figure 1. The partial atomic charges derived by fitting to the electro-
static potential at B3LYP/6-31G* level of theory for benzene optimized
assuming C1, Cs, and D6h symmetry using the method of Kollmann and
Singh.39
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residue name (RNME). If not provided by the user, a unique
residue name will be generated automatically, and the IUPAC
name is obtained using the “IUPAC name generator” utility of the
program Jchem 5.2.03.1 (2009, ChemAxon, http://www.chemaxon.
com). The user can also assign the molecule to a particular class:
amino acid, nucleic acid, lipid, sugar, solvent, or heteromolecule.
The topology builder uses a knowledge-based approach in
combination with QM calculations to select parameters consis-
tent with a given version of the GROMOS force field. An im-
portant feature of the ATB is that alternate bonded parameters
are listed as comments in cases where the assignment is ambiguous.
The user can then select the most appropriate parameter from
the alternative choices.

The topology is constructed as follows:
1. Generation of the Initial Template. The first stage

involves the generation of an initial template for the topology.
This initial template contains only information that can be assigned
unambiguously on the basis of the sequence of the atoms and the
CONECT records. It does not incorporate information based on
external rules or information extracted from theQM calculations.
The standard GROMOS topology building block file contains
various blocks. The TITLE, TOPPHYSCON, LINKEXCLU-
SIONS, and MTBUILDBLSOLUTE blocks are common to all
molecules. The TITLE block can contain arbitrary text. Within
the TITLE block, the ATB provides the date and time the file was
generated, the IUPAC name of the molecule, a description of the
molecule, and the revision date of the ATB program. The ATB
also provides additional information as comments. These are
placed before the TITLE block in the topology file. This includes
general information regarding the ATB, warnings pertaining to
any parameters that could not be assigned by the ATB, information
on how to choose appropriate type codes when alternate bonded
parameters are listed, the level of QM calculations performed,
and the method used to calculate the initial partial atomic charges.
The TOPPHYSCON block contains a set of standard physical
constants. The LINKEXCLUSIONSblock contains information on
which atoms are to be excluded when linking individual mono-
meric units when building a polymeric chain in certain versions of
the GROMOS force field, for example, when building a protein
from a set of amino acid building blocks. Since the ATB generates
topologies for complete molecules, the LINKEXCLUSIONS

block is not used. The number of exclusions has been set
arbitrarily to 2.
The MTBUILDBLSOLUTE block contains information con-

cerning the molecule itself. The first line contains a unique
identifier residue name (RNME). If the user does not supply a
unique name, one will be generated by the ATB. This is followed
by the number of atoms (NMAT) and the number of preceding
exclusions (NLIN). NMAT is derived from the PDB file and is
set equal to the number of lines containing atomic coordinates.
NLIN is set to zero. NLIN is relevant only when linking more
than one monomer in a polymeric chain. Various parameters
are then given for each atom in the molecule. These include the
atomic serial number (ATOM), the atom name (ANM), the
atom type code (IACM), the atomic mass type code (MASS),
the partial atomic charge (CGM), the charge group (ICGM), the
number of exclusions (MAE), and a list of the excluded atoms
(MSAE). ATOM and ANM are derived from columns 7�11 and
13�16 of the PDB coordinate file, respectively. The assignment
of IACM depends on the chemical environment and is done
at a later stage. The MASS types are assigned on the basis of
the elemental symbol in columns 77�78 of the PDB file. The
corresponding mass information is taken from the MASSA-
TOMTYPECODE block of the appropriate interaction para-
meter file (e.g., IFP53A6.dat of the GROMOS 53A6 force field).
As no charge has yet been assigned, CGM and ICGM are set to
zero. In the GROMOS force field, first and second covalently
bound neighbors (1�2 and 1�3 bonded pairs) are normally
excluded from nonbonded interactions. In certain cases, such as
within aromatic rings, third neighbors (1�4 bonded pairs) are
also excluded. These are assigned later. Initially, all possible 1�2
and 1�3 pairs are identified on the basis of the CONECT
records of the PDB file and used to assign the exclusions (MAE
and MSAE).
The MTBUILDBLSOLUTE block then provides information

on the bonds, bond angles, and the proper and improper dihedral
angles. The total number of bonds (NB) is given followed by the
list of the atom pairs (IB and JB), each with a corresponding bond
type (MCB). The number of bonds and the pairs IB and JB are
taken directly form the CONECT records. The MCB codes are
assigned later. The CONECT records are also used to generate a
list of all possible bond angles and proper dihedral angles. From
this list, the total number of bond angles (NBA) and the atoms
(IB, JB, and KB) forming a given angle are populated. Likewise,
the total number of dihedral angles (NDA) and atoms forming
the dihedral (IB, JB, KB, and LB) are populated. The corre-
sponding angle and dihedral type codes (MCB) are not assigned
at this stage. The assignment of improper dihedrals requires
knowledge of whether certain atoms are part of aromatic rings or
planar groups and are not assigned at this stage.
2. Quantum Mechanical Calculations. To assist in the

assignment of appropriate parameters, a series of QM calcula-
tions is performed. All QM calculations are performed using
GAMESS-US.40 The molecule is initially optimized at the HF/
STO-3G, AM1,21 or PM341 level of theory as selected by the user.
If the molecule containse40 atoms, it is further optimized at the
B3LYP/6-31G* level of theory42�44 in an implicit solvent
described using the polarizable continuum model (PCM45).
The Hessian of the system is also calculated.
A range of information is extracted from the output of the QM

calculations. This includes the following:
(i) Bonded parameters. The optimized geometry is used to

obtain an indication of the bond lengths, bond angles, and

Figure 2. A flow-chart summarizing the primary steps in the generation
of a molecular topology using the Automated Topology Builder (ATB).
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dihedral angles, which are used to help assign appropriate
bonds, bond angles, and dihedral type codes (MCB). In
addition, the optimized geometry is used to identify any
chiral centers within the molecule. The “bond order” is
also extracted and used to verify the CONECT records
supplied by the user.

(ii) Identification of aromatic rings and planar groups.
These are identified from the optimized geometry and
assist with the assignment of the atom types and improper
dihedral angles along with the relevant 1�4 exclusions.
To identify the aromatic rings, all of the rings in a given
molecule are first identified on the basis of the loop
closure from the connectivity records. Fused rings are
identified from the shared connectivity between two or
more rings. The rings are initially analyzed separately. Any
redundancies are then removed so that the fused system is
treated as a single unit. All possible proper dihedral angles
that involve bonds that form the ring are identified. If all of
these dihedral angles have a value between �5.0� and
+5.0�, then the ring is classified as an aromatic ring. Next,
the atoms (e.g., C), which are connected to three other
atoms (e.g., X, O, and N) and are not a part of an aromatic
ring, are identified. The improper dihedral between these
four atoms as C�X�O�N is determined. If the value is
between�10.0� and +10.0�, then the group is classified as
planar (e.g., an amide group).

(iii) Initial partial atomic charges. The initial charges are
estimated using either the MOPAC46,47 method (for
AM1 and PM3) or the method of Mulliken48 (for HF/
STO-3G) for molecules containing >40 atoms. For the
molecules withe40 atoms, the initial atomic charges are
generated by fitting the electrostatic potential (at the
B3LYP/6-31G* level of theory) using the Kollmann�
Singh39 scheme. These are then further optimized by ATB.

(iv) The Hessian. The Hessian is used to estimate harmonic
force constants for bond stretching and angle bending
degrees of freedom as described by Seminario.49

3. Initial Assignment of Atom (IACM) Types. In the GRO-
MOS force field, the IACM type code determines the Lennard-
Jones parameters used to model van der Waals interactions. As in
most biomolecular force fields, the appropriate IACM depends
on the local chemical environment. For example, oxygen, nitrogen,
carbon, and hydrogen can be modeled using multiple, different
atom types. Thus, while the element type can be assigned on the
basis of the elemental symbol in columns 77�78 of the PDB file,
the value of IACM must be inferred on the basis of the con-
nectivity, the chemical environment, and in some cases the net
charge on the atom. Possible atom type codes are first extracted
from the IAC block of the interaction parameter file (e.g.,
IFP53A6.dat). TheGROMOS 53A6 force field contains 53 unique
atom types. For oxygen (O), nitrogen (N), carbon (C), and
hydrogen (H), the initial assignment is based on the following rules.
For oxygen, there are five different atom types (1�5). Type 1

is assigned in cases where the oxygen is bound to just one C atom
(i.e., a carbonyl group; OdC) and where no other rule applies.
Currently, type 2 is assigned in all cases where more than one O
atom is attached to the same atom but which themselves are not
attached to another atom (e.g., an O atom with double bonds in
�CO2

�,�PO4
�2,�SO4

�2,�SO2�,�NO2, etc. groups). This
is appropriate in cases where there is a large partial (negative)
charge on the oxygen. In cases where the partial charge is small,

type 1 may be more appropriate. Type 3 is assigned in cases
where the oxygen is bound to two atoms, at least one of which is
not carbon (e.g., C�O�H, H�O�P, etc.). Type 4 is assigned in
cases where the oxygen atom is connected to two carbon atoms
[e.g., an O atom with two single bonds in ester or ether;
C(dO)�O�C]. Type 5 is specific for the oxygen in a SPC
water molecule and is not used for heteromolecules. There are six
atom types for nitrogen (6�11). Nonaromatic nitrogen atoms
connected to three neighbors are assigned either types 6 or 7.
Cases where the nitrogen atom is connected to at most one
hydrogen atom and a carbonyl carbon are assigned to type 6 [e.g.,
a N in�CONHCH3]. Other nitrogen atoms connected to three
neighbors are assigned to type 7 (e.g., aN in�CONH2,�NH2, etc.).
Nitrogen atoms bound to four other atoms (e.g., a quaternary N
atom with +1 charge) are assigned to type 8. When the nitrogen
atom forms part of an aromatic ring with either two or three
bonded neighbors, it is assigned to type 9. Nitrogen atoms that
have a single neighbor (e.g., N in �C#N) are also assigned to
type 9. The atom types 10 and 11 are specific for the side chain of
arginine and are currently not assigned by ATB for heteromo-
lecules. There are eight different atom types for carbon (12�19).
Initially, all carbons are assigned to type 12 except if the atom in
question is attached to four non-hydrogen atoms. In this case, the
atom is assigned to type 13. Types 14�19 correspond to united-
atom carbons: CH1, CH2, CH3, CH4, and CH-aromatic. These
will be discussed later in relation to the conversion of an all-atom
topology into a united-atom topology. Finally, there are two
types for hydrogen. Type 20 is used for all hydrogens bound to a
carbon, and type 21 is used for all other hydrogen atoms. The
other atom type codes either are unique or refer to atoms param-
etrized for a given solvent. The solvent atom types are not used
by ATB, except atom type 42 (sulfur in DMSO solvent in
GROMOS), which is used for molecules containing S with more
than two connected neighbors.
4. Assignment of Bond and Bond Angle Types (MCB). The

bond and bond angles are derived from the BONDTYPECODE
and the BONDANGLETYPECOD blocks of the IFP53A6.dat
file. The value of the bond, bond angle, and corresponding force
constant along with the atom types are matched to the standard
GROMOS bond and angle types in the IFP53A6.dat file. The
matching threshold is set to(0.004 nm for the bond length and
(5.0� for the bond angle. For molecules with e40 atoms, the
Hessian is available from the QM calculations, from which the
force constants for the bonds and bond angles can be estimated
using themethod of Seminario.49 Thematching threshold for the
force constant for the bonds is (1 � 106 kJ mol�1 nm�4, while
that for bond angles is(100.0 kJ mol�1. Note, in the GROMOS
53A6 parameter set, the bond term is quartic in the bond length
and the angle term is dependent on the cosine of the bond angle.
In cases where a suitable match is not found, a new bond or bond
angle type is introduced with the corresponding force constant
and value as obtained from the QM calculations. These new
parameters are marked as “nonstandard” in the topology file to
indicate them appropriately. The angle type 41 in GROMOS is
specific for the heme with C#O (Fe�C#O, 180�) and is not used
for the heteromolecules. Instead a new (nonstandard) angle type
55 has been introduced with a force constant of 500.0 kJ mol�1

and angle of 180� for molecules with linear groups �C#N,
�C#C�, �CdCdC�, �NdCdS, etc.
5. Assignment of Proper Dihedral Angles. The proper

dihedral angles are derived from the DIHEDRALTYPECODE
block of the IFP53A6.dat file. Initially, to build the template
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building block, all possible dihedral angles for a given bond are
listed. Redundant proper dihedrals are then removed. In most
cases in the GROMOS force field, only one set of atoms i, j, k, and
l is chosen to define a dihedral angle around the central bond
between atoms j and k.
The multiplicity (mn) of a dihedral angle is determined based

on the connectivities of atoms j and k as follows. First, the value of
M is determined on the basis of the connectivity information:

M ¼ A� B ð1Þ
where A = (number of atoms connected to j) � 1 and
B = (number of atoms connected to k) � 1.
The possible values for M in heteromolecules are 1, 2, 3, 4, 6

and 9:
if M = 1, 2, 3, or 6, then mn = M
if M = 4 or 9, then mn = M1/2, i.e., mn = 2 or 3, respectively.
Thus, possible values of mn are 1, 2, 3, and 6. The GROMOS
force field also contains a dihedral angle with amultiplicity of 4.
This is used specifically for heme groups and is not assigned in
the heteromolecules.
Next, the phase shift is determined by evaluating the potential

energy of the dihedral angle using eq 2:

V trigðr; sÞ ¼ V trigðr,Kj, δmÞ ¼ ∑
Nj

n¼ 1
Kj, n½1 þ cosðδnÞ cosðmnjnÞ�

ð2Þ
where δn is the phase shift, which is restricted to 0 or π (i.e., cos
δn = (1.0), mn is the multiplicity of the torsion dihedral angle,
andjn is the actual value of the dihedral angle defined by atoms i,
j, k, and l. Equation 2 indicates that a phase shift of 180� and a
multiplicity of 1 means that the potential reaches the maximum
value at 180� (if multiplicity = 3, then at �60�, 60�, and 180�).
Equation 2 is evaluated for cos δn = +1 or �1 for each dihedral
angle in a given molecule with a given multiplicity (mn) and the
dihedral angle value (jn). The cos δn value that gives lower value
for the potential energy is taken as the phase shift (δn) for that
dihedral angle. Possible dihedral type codes for a given dihedral
angle are identified by matching the multiplicity and phase shift
to types in the IFP53A6.dat file.
The final selection is then based on the combination of atom

types. In ambiguous cases, multiple options are presented. In case
no suitable match is found, the standard GROMOS dihedral type
with the lowest force constant with the corresponding phase shift
and multiplicity is chosen.
Dihedral type 16 (force constant of 0.0 kJ mol�1) is not used

for heteromolecules. Since there is no dihedral angle type with a
phase shift of �1 and multiplicity of 3 in the GROMOS force
field, a new (nonstandard) type 42 was introduced with a force
constant of 1.0 kJ mol�1. No dihedral is assigned in cases where one
of the bond angles involved is 180�, i.e., in molecules containing a
linear group such as an alkyne (�C#C�) or azido (�NdNdN).
6. Assignment of Improper Dihedral Angles and 1,4

Exclusions in the Case of Aromatic Rings, Planar Groups,
and Chiral Centers. Aromatic rings, planar groups, and chiral
centers are identified on the basis of the QM optimized geometry
as described previously. The improper dihedral angles are assigned
from the IMPDIHEDRALTYPEC block of the IFP53A6.dat file.
To maintain the planarity of an aromatic ring and or planar
groups such as �NO2 or �NH2, a type 1 (planar) improper
dihedral is assigned. In cases where the chirality of a group cannot
be maintained by angle terms alone, such as in the case of a chiral

united-atom �CH group, a type 2 (tetrahedral) is assigned.
Where a proper dihedral angle involving the central two atoms
had been assigned previously, such as for atoms involved in an
aromatic ring, the proper dihedral is removed and only the
equivalent improper dihedral retained. The number of proper
dihedrals (NDA) is adjusted accordingly. For those atoms that
either form part of an aromatic ring or are attached directly to the
ring, all possible 1�4 pairs are determined. These 1�4 pairs are
added to the list of exclusions in MAE and the value of MSAE
updated.
7. Optimization of the Partial Atomic Charges and Assign-

ment of Charge Groups (CGM and ICGM). The initial partial
atomic charges are extracted from the output of the QM
calculations, rounded to three decimal places, and put in the
column CGM. As discussed previously, the assignment of partial
charges to atoms represents a major challenge in force field
development. This is because it is not possible to relate the
charge on an atom to a physical observable, and while a number
of models have been developed that can be used to infer charges
based on the electron density as derived from QM calculations,
they are based on subjective assumptions and do not yield a
unique answer. In addition, the charges derived from QM calcu-
lations are often very sensitive to the geometry of the molecule.
For example, the charges assigned to equivalent chemical groups
in a molecule can differ significantly, making such QM charges
inappropriate for use in molecular dynamics simulations. In an
attempt to overcome these limitations and obtain charges
compatible with the GROMOS force field, a number of charge
optimization steps are performed. First, the molecule is analyzed
in order to identify any global and/or local symmetry. The
charges on atoms in equivalent chemical environments are then
averaged appropriately. The effect of this procedure is illustrated
in Figure 3, which shows the initial QM derived charges
calculated by fitting them to the electrostatic potential using
the Kollmann�Singh scheme at the B3LYP/6-31G* level of
theory and the final optimized ATB charges for hydroquinone
and isopropanol. Hydroquinone contains two sets of equivalent
�O�H groups and four sets of equivalent �C�H groups.
These symmetric groups were identified, and the charges on
individual atoms were averaged and reassigned (Figure 3a).
Isopropanol has both local (within the individual methyl groups)
as well as global symmetry (the two equivalent methyl groups).
First, the charges on the three equivalent hydrogen atoms of the
methyl group are averaged and reassigned. Then, the methyl
groups are identified as equivalent and the charge of the
corresponding atoms averaged and reassigned (Figure 3b).
Next, charge groups are assigned by grouping small numbers

of covalently bound atoms together such that the overall charge
in a given charge group is either 0.0 or +1.0 or�1.0. For this, all
of the hydrogen atoms attached to a single heavy atom are first
merged into a single charge group. Any heavy atoms connected
to only one other heavy atom are then identified andmerged into
the adjoining charge groups. The charge groups containing a
residual charge are identified, and the residual charge is trans-
ferred to the atom within the charge group with the highest
charge such that now the overall charge in the charge group is
either 0.0 or +1.0 or�1.0. Next, the total charge of the molecule
is calculated and compared to the value supplied by the user. Any
residual charge that results from rounding etc. is transferred to
the atom with the largest charge. Note, members of a charge
group must be numbered sequentially, and thus the atoms in the
topology file and the associated coordinate file are reordered if
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required. This charge optimization process results in atomic charges
that are less sensitive to the geometry of the molecule used to
calculate the QM charges. The charges are thus more robust and
more in line with the philosophy of the GROMOS force field.
8. Conversion from an All-Atom to a United-Atom GRO-

MOS Topology. In the GROMOS force field, aliphatic (alkanes:
�CH, �CH2, �CH3 and �CH4) carbon atoms are treated as
united atoms. In ATB, only aliphatic carbon atoms are converted
to a united-atom model. The alkene (e.g.,�CHdCH�), alkyne
(e.g�C#C�), and aromatic�CH groups are retained as all-atom.
A united-atom GROMOS topology building block is gener-

ated from the all-atom topology building block in a stepwise
manner.
(i) The C atoms attached to four different atoms and at least

one H atom is identified from the CONECT records as
either �CH, �CH2, or �CH3.

(ii) The partial atomic charges of the H atoms are added to
the charge of the corresponding C atom.

(iii) The atom type for each of these C atoms is changed from
type 12 to the appropriate united-atom C type, 14, 15,
and 16 for �CH, �CH2, and �CH3, respectively.

(iv) The H atoms that were attached to these groups are
deleted from the topology file and the coordinate file and
the remaining atoms renumbered accordingly.

(vi) For a united atom �CH, the improper dihedral angle
between �C(X)(Y)Z is calculated. If the improper di-

hedral angle is 35.0�( 5.0�, then an additional improper
dihedral angle with type 2 is added to the topology to
maintain the chirality of the �CH atom. If the improper
dihedral angle is �35.0� ( 5.0�, then one of the pairs
fromX�Y�Z is swapped (for, e.g.,�C(X)(Z)Y) to obtain
the value of 35.0� ( 5.0�, and the improper dihedral is
assigned appropriately. The number of improper dihe-
drals (NIDA) is updated. This is done for all of the�CH
united atoms in themolecule. Note in the case of aliphatic
and alicyclic amines, no improper dihedral is assigned, so
that pyramidal inversion of the nitrogen atom is possible.

9. Validation of the Force Field Topology.The united-atom
GROMOS building block file is validated using the program
check_top in the GROMOS package.50 First, a complete force
field topology is constructed from the building block file using
the program make_top. It is this file that is used in the validation.
The program check_top performs basic checks on the charge
groups, exclusions, bonds, angles, and improper dihedrals. For
example, check_top will identify charge groups with a residual
charge; missing dihedral angles, if the overall charge on the
molecule is not a whole number; and possible inconsistencies
in the exclusions. If the molecule contains 1�4 exclusions, a
warning to check for the presence of aromatic rings in the
molecule is issued. Any inconsistencies between the atom type
and corresponding charge and bonded types assigned by the
ATB and those in the standard GROMOS force field along with
possible alternatives are then listed. Finally, the potential energy
of each of the bonded terms (bonds, bond angles, proper, and
improper dihedrals angles) is then calculated on the basis of the
optimized geometry. This allows the user to identify whether a
given set of parameters is incompatible with the optimized geometry.
10. Conversion toOther Formats.The final GROMOS force

field files can in principle be converted to a wide variety of other
formats. Currently, force field files that can be read by the
GROMACS simulation package and the CNS structural refine-
ment program are provided. The force field (molecule.itp) files
provided for use with GROMACS retain all of the information
contained in the original GROMOS file. Information concerning
1�4 pairs forwhich special van derWaals parameters are assigned as
part of the GROMOS force fields are included in the “[pairs]”
block in the GROMACS molecule.itp file. In GROMACS, ex-
clusions are generated automatically on the basis of the para-
meter “nrexcl”. By setting nrexcl = 3, the 1�2 and 1�3 exclusions
are generated automatically. Additional 1�4 exclusions, such as
those found in aromatic rings, are included in the “[exclusions]”
block. In the molecule.itp file generated by ATB, the parameters
for the bonded terms are included explicitly for each interaction
to avoid possible incompatibilities when using type codes in
GROMACS.
The CNS output contains two files: a topology file and a

parameter file. Both are derived from the GROMOS building
block file. The topology file contains atom type information. In
addition, all bonds, bond angles, and dihedral angles are listed
using atom names rather than atom serial numbers. The para-
meter file contains the interaction parameters. Again, specific
values are listed for each of the bonded terms.

’REPOSITORY FORGROMOSFORCE FIELDSANDPRE-
EQUILIBRATED SYSTEMS

The ATB also provides a repository for the topologies of
molecules that have been individually optimized as part of

Figure 3. The partial atomic charges derived for molecules (a) hydro-
quinone and (b) isopropanol from the QM calculations by fitting to the
electrostatic potential at the B3LYP/6-31G* level of theory using the
method of Kollmann�Singh39 and final ATB charges, respectively. The
atoms within the square formed by dotted lines form a single charge
group with overall charge of the charge group being either 0.0 (in these
cases) or +1.0 or �1.0.
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the generation of the GROMOS family of force fields,
including the GROMOS 43, 45, and 53 parameter sets.
The original force field files can be downloaded from “the
GROMOS force field” tab on the Web server. A range of
equilibrated systems are also provided under the “pre-equi-
librated systems” tab. These include a range of common
solvents such as methanol, ethanol, and acetone as well as a
series of small organic molecules including ethers, esters,
alcohols, ketones, and carboxylic acids that were used in the
parametrization of the GROMOS 53A6 force field. The pre-
equilibrated boxes are available in PDB and GROMOS96
file formats along with the corresponding GROMOS input
file, force field topologies in various formats, and details of
the simulations (temperature, pressure, step size, time duration
for equilibration). Links to relevant literature references are also
provided. A range of pre-equilibrated mixed systems such as lipid
bilayers is currently being added.

’CURRENT LIMITATIONS AND ONGOING
DEVELOPMENTS

While the ATB aims to generate topologies for a wide range of
heteromolecules, it does have several limitations:
(i) The GROMOS force field does not contain parameters for

all possible atom types. Atoms such as boron and iodine
are not included in the standard GROMOS force field.
When novel atom types are encountered, the current
version of ATB terminates after the generation of the
initial template.

(ii) The GROMOS force field is primarily intended for
biomolecular systems. The rules that have been devel-
oped to assign specific atom types are limited to those that
can be derived from biomolecules present in the current
GROMOS force fields.

(iii) The size of the molecule is limited. Higher-level QM
calculations, required to determine the Hessian, are only
performed if the molecule contains e40 atoms.

(iv) Currently, the Hessian is used only to estimate the force
constants for bonds and bond angles. The dihedral angle
terms are highly correlated with the nonbonded para-
meters such as partial charges, Lennard-Jones terms,
exclusions, etc. While in principle corrections to the
Hessian can be applied, in the current version of the
ATB, the force constants for dihedral angles are not
estimated on the basis of the Hessian.

(v) The possibility to scale the partial charges of atoms in
specific functional groups in order to provide a better
match to the existing GROMOS 53A6 force field has been
implemented, but charge scaling is currently not applied.
For example, primary amines are known to be proble-
matic in classical force fields, and the magnitude of the
optimized charges used in the GROMOS force field
are significantly larger than those obtained using QM
approaches.51

(vi) At present, atom types are assigned on the basis of the
local environment as determined by connectivity. The
incorporation of atomic charge in the assignment of atom
types is under development.

(vii) Force field topologies are currently only provided in
GROMOS, GROMACS, and CNS formats the ATB.

’VALIDATION OF THE ATB

To test the validity of the force field descriptions generated by
the ATB, the ability to reproduce the thermodynamic properties
of a range of molecules has been examined. The GROMOS 53A6
force field has been parametrized to reproduce the density and
heats of vaporization of pure organic liquids as well as to repro-
duce the free energies of solvation of analogs of the side chains of
common amino acids in polar and apolar solvents. As a part of the
validation, the topologies generated by the ATB have been used to
estimate the free energy of hydration of analogs of the side chains of
amino acids. In addition, the free energy of hydration of a set of
90 biologically relevant small organic molecules52�54 (Table S1,
Supporting Information) and 100 chemically diverse drug-like
and drug molecules taken from the “Statistical Assessment of the
Modeling of Proteins and Ligands” (SAMPL) challenges includ-
ing the CUP8(SAMPL0),55 SAMPL1,56 and SAMPL257 data sets
has been determined (Table S2, Supporting Information).

As an initial test of the validity of the molecular descriptions
generated by the ATB, the all-atom RMSD between the QM
optimized structure used in the parametrization and the structure
after 1 ns of simulation in SPCwater were determined for the 190
test molecules (Tables S1 and S2, Supporting Information). For
156 of thesemolecules (∼80%), the all-atomRMSDbetween the
simulated and QM optimized structure was <0.1 nm, demon-
strating that the QM optimized structure is also a minimum in
the force field generated by the ATB. Of the remainder, for 26
molecules, the RMSD was between 0.1 and 0.2 nm, and for eight
molecules, the RMSD was above 0.2 nm. All of these molecules,
however, contained either an alkane chain or a similar flexible
group. Ketoprofen (Table S2), which contains a slightly flexible
and large benzophenone ring with a branched chain, exhibited
the highest RMSD of 0.27 nm.

The free energies of hydration were calculated using the
GROMOS9658 simulation package. A given solute molecule
was placed in a cubic periodic box filled with SPC59 water mole-
cules. The size of the box was chosen such that no solvent
molecule interacted with more than one periodic image of the
solute. After energy minimization, the initial velocities were assi-
gned from a Maxwell�Boltzmann distribution corresponding to
a temperature of 298.15 K. All bond lengths were constrained
using the SHAKE60 algorithm with a relative geometry accuracy
of 10�4. The equations of motion were integrated using the
leapfrog algorithm and a time step of 2 fs. All simulations were
performed at a constant temperature (298.15 K) and pressure
(1 atm) using a Berendsen thermostat (coupling time of 0.1 ps)
and barostat (coupling time of 0.5 ps and isothermal compres-
sibility of 4.575 � 10�4 (kJ mol�1 nm�3)�1).61 Nonbonded
interactions were calculated using a triple-range scheme. Inter-
actions within a shorter-range cutoff of 0.8 nm were calculated
every time step from a pair list that was generated every five steps.
At these time points, interactions between 0.8 and 1.4 nm were
calculated as well and kept constant between updates. A reaction
field contribution was added to the electrostatic interactions and
forces, to account for a homogeneous medium outside the long-
range cutoff. The relative permittivity for the reaction field was
set to a value of 61 for SPC water.

The free energy of solvation was calculated using the thermo-
dynamic integration (TI)62 approach. To determine the free
energy of hydration, all nonbonded interactions involving solute
atoms were scaled to zero in a stepwise manner as a function of a
coupling parameter λ. The change in free energy corresponding
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to the removal of all solute nonbonded interactions was then
calculated by integrating the average value of the derivative of the
Hamiltonian H of the system with respect to λ:

ΔG ¼
Z 1

0

∂H
∂λ

� �
λ

dλ ð3Þ

The integral above was evaluated using 21 evenly spaced λ points
with 1 ns of data collection at each λ point. Standard errors in
Æ∂H/∂λæλwere estimated at every λ point using a block-averaging
procedure.63 The individual errors were integrated from λ = 0 to
λ = 1 to yield the estimate of the total error inΔG. A soft-core64,65

interaction was used to avoid singularities in the nonbonded
interaction function at the end state (λ = 1). The free energy of
solvation was calculated as the difference between the free energy
change calculated from a vacuum simulation of the solute and the
free energy change when the solute is in solution. In the vacuum
simulation, a stochastic bath was applied at a reference tempera-
ture of 298.15 K using an atomic friction coefficient of 91 ps�1.

The primary target function in the parametrization of the
GROMOS 53A6 force field was the ability to reproduce the free
energy of hydration of biomolecular systems. Table 1 lists the free
energy of hydration for analogs of the side chains of common
amino acids calculated using parameters taken from the GRO-
MOS 53A6 force field, calculated using united atom parameters
generated using the ATB and measured experimentally. Note,
the ATB uses a combination of structure calculations and a rule-
based approach to obtain parameters. It aims to be compatible
with the GROMOS force field but does not attempt to directly
match specific functional groups to those in the GROMOS 53A6
force field. Thus, while atom types and bonded parameters will
match exactly, there will (potentially) be differences in the partial
charges and charge groups, as in the GROMOS force field these

have been manually optimized individually for each group.
Nevertheless, there is a very close correspondence between the
values calculated using the GROMOS 53A6 force field and those
values calculated using the force field generated using the ATB.
This demonstrates that the parameters generated by the ATB are
compatible with those of the GROMOS 53A6 force field. Most
importantly, the ability of the two sets of parameters to reproduce
the experimental free energies of hydration is similar in most
cases. The average deviation between the values calculated using
the GROMOS 53A6 force field and the experimental values is 1.2
kJ mol�1. The average deviation between the values calculated
using the ATB and the experimental values is marginally larger
at 3.3 kJ mol�1. In several cases, the difference between the
calculated and experimental free energies of hydration is greater
for the GROMOS 53A6 force field than for parameters derived
from the ATB. As illustrated graphically in Figure 4, which shows
the calculated hydration free energies plotted against the values
obtained experimentally, the increased average deviation is pri-
marily due to just three compounds n-butyl-amine (Lys; dev =
9.3 kJ mol�1), ethyl methyl sulfide (Met; dev = 8.0 kJ mol�1),
and 3-methyl-indole (Trp; dev = 8.5 kJ mol�1). Primary amines,
aromatic nitrogens, and sulfur-containing groups are know to be
problematic within the GROMOS force field, suggesting either
that specific scaling factors for the charges in these cases may
need to be introduced or that alternative van der Waals para-
meters need to be developed for these atoms types.

To further validate the parameters generated by the ATB, the
free energies of hydration of∼90 biologically relevant small organic
molecules were calculated. The molecules encompass chemical
classes such as alkanes, cycloalkanes, alkenes, alkynes, alkyl ben-
zenes, amines, amides, aldehydes, carboxylic acids, esters, ketones,
thios, and sulfides. The name, access code, and chemical structure
of the compounds in the ATB together with the experimental

Table 1. Comparison between the Experimental (exptl) and Calculated (calcd) Free Energies of Hydration (ΔGhyd) for Analogs
of the Side Chains of Common Amino Acids Calculated Using the GROMOS96 Force Field and Parameters Assigned by the
Automated Topology Builder (ATB)a

amino acid side chain analog ΔGhyd;exptl
1

ΔGhyd;calcd

GROMOS 53A6

|ΔGhyd;calcd � ΔGhyd;exptl|

GROMOS 53A6 ΔGhyd;calcd ATB |ΔGhyd;calcd � ΔGhyd;exptl| ATB

Ala methane 8.1; 8.4 6.8 1.3; 1.5 6.8 1.3; 1.5

Arg n-propryl-guanidine �45.7 �48.6 2.9 �43.0 2.7

Asn acetamide �40.6 �40.9 0.3 �37.9 2.7

Asp acetic acid �28.0 �30.5 2.5 �29.8 1.8

Cys methane thiol �5.2 �6.3 1.1 �8.4 3.2

Gln propanamide �39.4 �40.4 1.0 �34.4 5.0

Glu propionic acid �27.0 �30.0 3.0 �31.6 4.6

His methyl imidazole �42.9 �44.5 1.6 �42.9 0.0

Ile n-butane 8.7; 8.8 8.8 0.1; 0.0 7.4 1.3; 1.4

Leu isobutane 9.4; 9.7 10.0 0.6; 0.3 8.2 1.2; 1.5

Lys n-butyl-amine �18.3 �20.0 1.7 �9.0 9.3

Met ethyl methyl sulfide �6.2 �7.6 1.4 1.8 8.0

Phe toluene �3.1 �1.0 2.1 1.9 5.0

Ser methanol �21.2 �23.1 0.9 �21.9 0.7

Thr ethanol �20.5 �19.9 0.6 �21.8 1.3

Trp 3-methyl-indole �24.7 �24.5 0.2 �16.2 8.5

Tyr p-cresol �26.6 �25.1 1.5 �25.8 0.8

Val propane 8.2 7.8 0.4 7.2 1.0

average 1.2 3.3
aThe absolute value of the difference between the calculated and experimental values is also given. Values are in kJ mol�1.
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and calculated hydration free energies as well as the difference
between these values are given in Table S1 as Supporting
Information. The average deviation between the values calcu-
lated using the force field obtained from the ATB and the experi-
mental values is 3.3 kJ mol�1 specifically, alcohols, 2.4 kJ mol�1;
aldehydes, 2.0 kJ mol�1; alkanes, 0.4 kJ mol�1; alkenes, 3.9 kJ
mol�1; alkyl benzenes, 3.0 kJ mol�1; alkynes, 5.0 kJ mol�1;
amides, 3.7 kJ mol�1; amines (primary), 8.5 kJ mol�1; carboxylic
acids, 3.5 kJ mol�1; cycloalkanes, 2.5 kJ mol�1; esters, 5.1 kJ
mol�1; ketones, 2.1 kJ mol�1; and thiols and sulfides, 5.0 kJ
mol�1. In Figure 5, the calculated free energies of hydration are
plotted versus the experimental values. While for cases such as
simple alkanes the calculated hydration free energies were di-
stributed around the experimental values, the hydration free
energies of, in particular, amines (primary), alkynes, and sulfides
were systematically overestimated, while esters were system-
atically underestimated. This suggests that the application of
scaling factors on the charges and/or the reparameterization of
atoms involved in these specific groups would lead to systematic

improvements in the predictive power of the force field. The
magnitudes of the partial atomic charges derived from the QM
calculations for sulfides, for example, are significantly smaller
than those used for the side chain of methionine in the GROMOS
force field. Primary amines and esters are known to be proble-
matic in the GROMOS force field, and work to improve these
groups is currently underway.

As a further validation of the ATB, the hydration free energies
of∼100 drug-likemolecules have also been calculated (Supporting
Information Table S2). The test molecules were taken from the
CUP8(SAMPL0), SAMPL1 and SAMPL2 data sets and repre-
sent a very diverse range of functional groups, including groups
that do not currently form part of the GROMOS force field and
groups that are known to be nonoptimal in the GROMOS force
field. Of the 100 molecules, 40 contained at least one halogen
(�F, �Cl, �Br). A small number of halogen-containing com-
pounds, notably triflouroethanol and chloroform, have been
specifically parametrized as part of the GROMOS force field.
However, the transferability of these parameters has not been
investigated systematically. It should also be noted that the
uncertainty in the experimental hydration free energies was up
to 8.1 kJ mol�1 in many cases, much larger than the statistical
uncertainty in the calculated values.

Of the 100molecules, the calculated hydration free energy was
within the combined statistical uncertainty of the calculation and
experiment in 34 cases. In an additional 25 cases, the calculated
value lay within 5 kJ mol�1 of the experimental value, again
allowing for the combined statistical uncertainty. Overall, the
average deviation between the values calculated using the force
field obtained from the ATB and the experimental values was
9.1 kJ mol�1. This was primarily due to molecules containing
halogens. Of 40 molecules containing one or more halogens, the
free energy of hydrationwas overpredicted bymore than 5 kJmol�1

in 28 cases. Furthermore, the extent to which the free energy of
hydration was overestimated was strongly correlated with the
number of halogens in the molecule unless the molecule con-
tained additional compensating functional groups. The average
deviation for the 60 molecules remaining was 7.1 kJ mol�1.
In general, the free energies of hydration for molecules containing
�NO2, ether, and/or N-alkyl groups were overestimated, while
molecules containing an ester or P or S were underestimated.
Again, the systematic nature of these deviations suggests that
there is scope for the optimization of these groups, and work to
this end is underway.

’CONCLUSIONS

The automatic generation of molecular force fields for novel
molecules compatible with biomolecular force fields such as
GROMOS, AMBER, CHARMM, and OPLS is an ongoing
challenge. The Automated force field Topology Builder (ATB,
http://compbio.biosci.uq.edu.au/atb) and repository described
here is a unique Web server that can provide topologies and
parameters for a wide range of molecules appropriate for use in
molecular simulations, computational drug design, and X-ray
refinement. It has the advantage over other comparable servers in
that the user is required to supply sufficient information (the
coordinates and connectivity of all atoms in the molecule along
with the formal charge) in order to define uniquely the geometry
and stereochemistry as well as the protonation and tautomeric
states of themolecule. The ATB combines information fromQM
calculations with a knowledge-based approach to derive both

Figure 5. Free energy of hydration of ∼90 biologically relevant small
organic molecules. The diagonal line corresponds to perfect agreement
with experimental results. Dotted lines indicate (5.0 kJ mol�1 devia-
tions from the diagonal line.

Figure 4. Free energy of hydration of amino acid side chain analogs.
Comparison of experimental free energy of hydration to calculated
values obtained using the GROMOS 53A6 force field (triangles) and
ATB (crosses) for 18 compounds listed in Table 1. The diagonal line
corresponds to perfect agreement with experimental results. Dotted
lines indicate (5.0 kJ mol�1 deviations from the diagonal line.
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all-atom and united-atom force field descriptions of novel mole-
cules compatible with the GROMOS force field in a variety of
formats, including the one for the X-ray refinement program
CNS. The symmetry of the molecule is analyzed to ensure
that equivalent atoms are assigned identical parameters. Charge
groups are assigned automatically. An important feature of the
ATB is that it is recognized that it is not possible to unambigu-
ously assign parameters in many cases, and a range of possible
alternatives is provided where appropriate. The ATB also acts as a
repository for the GROMOS family of force fields and a range of
pre-equilibrated systems. At the time of submission, the reposi-
tory contained an excess of 2100 molecules, including over 100
sugars and 60 lipids.

’ASSOCIATED CONTENT

bS Supporting Information. Tables containing the hydra-
tion free energy and RMSD data for 190 molecules. This informa-
tion is available free of charge via the Internet at http://pubs.acs.org.
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ABSTRACT: One well-known shortcoming of widely used biomolecular force fields is the description of the directional
dependence of hydrogen bonding (HB). Here we aim to better understand the origin of this difficulty and thus provide some
guidance for further force field development. Our theoretical approaches center on a novel density-based energy decomposition
analysis (DEDA)method (J.Chem. Phys. 2009, 131, 164112), in which the frozen density energy is variationally determined through
constrained search. This unique and most significant feature of DEDA enables us to find that the frozen density interaction term is
the key factor in determining the HB orientation, while the sum of polarization and charge-transfer components shows very little HB
directional dependence. This new insight suggests that the difficulty for current nonpolarizable force fields to describe the HB
directional dependence is not due to the lack of explicit polarization or charge-transfer terms. Using the DEDA results as reference,
we further demonstrate that the main failure coming from the atomic point charge model can be overcome largely by introducing
extra charge sites or higher order multipole moments. Among all the electrostatic models explored, the smeared charge distributed
multipole model (up to quadrupole), which also takes account of charge penetration effects, gives the best agreement with the
corresponding DEDA results. Meanwhile, our results indicate that the van der Waals interaction term needs to be further improved
to better model directional HB.

1. INTRODUCTION

While molecular modeling based on molecular mechanical
force fields is becoming an indispensible tool in studying struc-
tural and dynamical properties of biomolecular systems, it has long
been recognized that its applicability and reliability are critically
dependent on the accuracy of the employed force field.1�5 One
main concern for currently widely employed biomolecular force
fields, such as CHARMM,6 OPLS-AA,7 and AMBER,8,9 is the
description of the directional dependence of hydrogen bonding
at the receptor atom.1,10�17 For a hydrogen bondD�H 3 3 3A, this
refers to the approaching direction of the hydrogen atom to the
acceptor atom A in relation to the bond(s) that A has,10,18 as illu-
strated in Figure 1. Classical force fields employing atomic point
charge models and Lenard-Jones (LJ) potentials would lead to
very different directional preferences in comparison with results
from both high-level quantum chemical calculations of model com-
plexes and detailed analyses of crystal structures.10 This inade-
quacy in describing hydrogen-bond (HB) directional dependence
has been attributed as one main factor that limits the accuracy
and predictive power of force fields in modeling hydrogen-bond-
ing systems,1,10�17 including peptide conformation preference,11,15,19

protein folding,1,14,17 protein�protein interactions,12,13 and ligand
binding specificity.20

Regarding the origin of hydrogen-bonding directionality, it is
widely believed that in addition to the electrostatics, the HB
directionality also critically depends on the polarization inter-
actions and the charge transfer from the lone pair (n) of the HB
acceptor to the antibonding orbital (σ*) of the HB donor.1,10�17

This opinion has been well supported by molecular orbital-based

energy decomposition analysis (EDA) of intermolecular inter-
actions.18,21,22 Currently, there are in general three strategies to
tackle this HB directionality problem: (1) The addition of an
explicit angle-dependent hydrogen-bonding term to take account
of the charge-transfer effect, in which new parameters can be
derived from the analysis of protein structure database12,19 or
fitted to ab initio quantum mechanics (QM) calculations;16,23,24

(2) going beyond the atomic point charge model by introduc-
ing off-center charges to mimic lone pair (LP) electrons25�30

or employing high-order distributed multipoles to better describe
electrostatics;31�33 and (3) introduction of explicit polarization
with induced point dipole,25,34�37 drude oscillator,38�43 or fluc-
tuating charge models.44�47 In spite of substantial efforts, it
remains a significant challenge to fundamentally understand this
HB directionality problem.

Energy decomposition analysis (EDA)48�55 based on high-
level quantummechanical calculations is a powerful tool to study
and analyze intermolecular interactions and has been increas-
ingly playing an important role in force field development.56�58

Recently we developed a novel density-based energy decom-
position analysis (DEDA) method55 for intermolecular interac-
tions within the framework of density functional theory (DFT).
In comparison with other EDA approaches,18,21,22,48�54,59�63

which are all wave function based, this new DEDA method has
the following two unique features: (1) It variationally calculates
the total frozen density energy through constrained search; thus
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it enables a clean separation of the frozen density interaction
energy from the density relaxation (i.e., polarization and charge
transfer) contribution; and (2) the charge-transfer component is
also calculated variationally based on the net electron flow in real
space. These unique features enable the definition of each inter-
action component in DEDA to be more consistent with the
typical physical picture employed in the classical force field
description of intermolecular interactions and thus would make
DEDA potentially more appropriate and helpful for force field
development. By applying this method to the formamide dimer,55

we showed earlier that the frozen density energy term is the
dominant factor in determining the angular dependence of hydro-
gen bonding at the acceptor atom of the carbonyl group. This find-
ing is quite different from the popular view regarding the origin of
the hydrogen-bonding directionality.1,10�17 If it were generally
true, it would mean that the difficulty for current nonpolariz-
able force fields to describe HB orientation is not due to the lack
of explicit polarization or charge-transfer terms, which implicates
that the problem of HB orientation specificity can be more
approachable.

In this work, we have further improved the DEDA analysis
protocol and made a systematic investigation on the directional
dependence of HBs with both B3LYP-D3 and M06-2X-D3
functionals.64�70 The performance of both functionals to de-
scribe structures and binding interaction energies for a variety of
hydrogen-bonding systems has been recently extensively tested
and found to be excellent.70�74 Besides the formamide dimer, we
have studied the hydrogen-bonding interactions between water
and molecules containing sp nitrogen, aromatic oxygen and sp2

and sp3 nitrogen, oxygen, and sulfur. The results clearly demon-
strate that the frozen density interaction is the dominant factor in
determining the HB orientation, while the sum of polarization
and charge-transfer components shows very little HB directional

dependence. Then using the DEDA results as reference, we have
examined the performance of several electrostatic and vdW
interaction models and provided guidance for further force field
development. Systematic parametrization protocols to determine
parameters for more advanced electrostatic models based onQM
calculations of monomers have been explored and presented, in-
cluding the off-center chargemodel with electrostatic potential (ESP)
fitting and distributed multipole model with distributed multi-
pole analysis of Gaussian wavefunctions (GDMA) analysis,32,75

with or without taking account of charge penetration effects.76�79

For the vdW interaction, we have investigated the three most
commonly employed potential energy functions,80 i.e., LJ 12-6,
buffered 14-7, and Buckingham potentials. In the following, we
first give an introduction to the theory and methodology used in
the current work and then present our results and discuss impli-
cations on further force field development.

2. THEORY AND METHODS

2.1. DEDA Method. Recently Wu et al.55 developed a novel
purely density-based EDA method for intermolecular binding
within the framework of DFT. Here we first briefly review this
scheme. To apply it to recent DFTmethods, where the vdW attrac-
tion is taken into account to some extent either by the addition of
empirical terms (i.e., the DFT-D methods)66,68,81,82 or the para-
metrization of the exchange�correlation functionals (such as
X3LYP83 and M06-2X functionals),69 we lump the Pauli repul-
sion and the vdW attraction together to match the vdW inter-
action in classical force fields. Meanwhile, BSSE-corrected frag-
ment energies and densities are employed to eliminate the basis
set superposition error (BSSE) in the DEDA analysis.
Given the formation of the complex AB without distortion

of the fragment geometry, as illustrated in Figure 2, the total

Figure 1. Illustration of the failure of classical atomic-charge-based force fields in modeling the hydrogen-bonding angular depenency. Please see ref 10
for a more detailed discussion of this problem. Upper panel:Φ angle for water and formamide dimers. Lower panel: binding energies along theΦ angle
from high-level QM calculations (black) and force field calculations using atomic charge and LJ 12-6 model (red). Energy is in kcal/mol.
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BSSE-corrected binding energy can be decomposed into these
contributions:

ΔEBSSEbind ¼ E½FAB� � E½F0A� � E½F0B� ¼ ΔEfrz þ ΔEpol þ ΔEct

ð1Þ
where

ΔEfrz ¼ ΔEes þ ΔEvdW ¼ E½F0A þ F0B� � E½F0A� � E½F0B� ð2Þ

ΔEes ¼ Ecoulomb½F0A þ F0B� � Ecoulomb½F0A� � Ecoulomb½F0B�
ð3Þ

ΔEpol ¼ E½FIIAB� � E½F0A þ F0B� ð4Þ

ΔEct ¼ E½FAB� � E½FIIAB� ð5Þ

E[FAB] is the total energy of the binding complex AB, while
E[FA0] and E[FB0] are total energies of noninteracting molecules
A and B. They are determined with standard DFT calculations
in which the energy and the density for each noninteracting
fragment is calculated with all basis functions in the complex, as
done in the standard counterpoise method.84

As illustrated in Figure 2, the intermediate state I is the
frozen density state, whose total density should be the super-
position of two fragments’ densities without any distortions.
In DEDA,55 the frozen density energy E[FA0 + FB0] is variation-
ally determined with a constrained search formalism,85 i.e.,
E½F0A þ F0B� ¼ minF f F0A þ F0B

E½F�. It should be noted that in

other EDA approaches,18,21,22,48�54,59�63 the Heitler�London
(HL) antisymmetrization of two fragments’ wave functions has
been employed to represent such a frozen density state, in which
the HL wave function is not variationally optimized and the

Figure 2. Illustration of the DEDA scheme.

Scheme 1. Illustration of the Placement of LP on Each Molecule for the off-Center Charge Model
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corresponding density does not correspond to the sum of frag-
ments’ densities.54 Thus onemost significant and novel feature of
DEDA is to have a variationally determined frozen density energy
through constrained search, which allows a clean separation of
ΔEfrz from the density relaxation terms (ΔEpol and ΔEct). As
shown in eqs 2 and 3,ΔEfrz can be further decomposed into elec-
trostatic and vdW interaction energies, ΔEes and ΔEvdW, which
can be served as the reference to assess the performances of elec-
trostatic and vdW interaction models, respectively. Dispersion
interactions are not explicitly included in most DFT functionals,
whose performance to describe midrange interactions can be
strongly affected by the tail region of functionals86 due to density
overlap. Two recent developments to mitigate this deficiency
within the GGA and hybrid functionals are: (1) adding an empiri-
cal term tomodel dispersion interactions (i.e.,DFT-Dmethod);66,81,82

and (2) taking the vdW interactions into account in the para-
metrization of the exchange�correlation functionals (such as for
X3LYP83 andM06-2X functionals).69 For both DFT approaches,
the resulting ΔEvdW term in eq 2 would include both Pauli
repulsion and vdW attraction contributions.
In order to determine ΔEpol and ΔEct in eqs 4 and 5, the total

energy for a second intermediate state E[FABII ] is variationally cal-
culated, in which the molecular density is relaxed without charge
transfer using the constrainedDFTmethod.87ΔEpol accounts for
the mutual polarization effect between the fragments, andΔEct is
the contribution to the total binding energy due to the charge
transfer effect between the fragments. In DEDA,55 these two

components are calculated based on density deformation and net
electron flow in real space, respectively, and thus show a small
basis set dependence. Furthermore, the above two unique
features of DEDA55 also make the resulting frozen energy and
polarization components much less affected by the inherent
delocalization error88 (i.e., the enlarged self-interaction error
for a fractional number of electrons)89 inherent in most density
functionals.
2.2. Electrostatic Models and Parameterization Protocols.

With the DEDA results as references, we have examined the per-
formance of several electrostatic models, including point charge,
off-center charge,25�30 and distributedmultipolemodels.31�33 The
ESP fitting method90 has been employed to determine charge
values for point charge and off-center charge models.
For the off-center charge model, extra point charges are placed

on bondmiddle points and along the LP directions (see Scheme1).
We have found that adding extra charge sites at bond middle
points improves the description of the directional dependence of
hydrogen bonding. Determining the locations of LP charges is
not trivial, and the optimal locationsmay varywith atom types.27,28

We have tried placing the LP charges either 0.3526 or 0.74 Å30

away from the corresponding nuclei and found that 0.74 Å in
general leads to better agreement with the DEDA results and
more meaningful point charge values. Therefore, only the results
of 0.74 Å are presented.
To avoid unphysical charge values due to the ill-conditioning

problem of the ESP charge fit, we employed the restrained

Scheme 2. HB Complexes and the Geometric HB Parameters (Denoted in Greek letters) Used For EDA and Model Evaluations
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electrostatic potential (RESP) fit by adding a hyperbolic penalty
function to the least-squares sum:91

χ2 ¼ χ2esp þ χ2rest

¼ ∑
i
ðVi � V̂ iÞ2 þ a ∑

j
½ðq2j þ b2Þ1=2 � b�, ð6Þ

where Vi and V̂ i are the electrostatic potentials calculated by QM
and the off-center atomic model at grid i, and qj is the point
charge at charge site j. Parameters a = 0.005 au and b = 0.1 define
the strength of the restraint and the tightness of the hyperbola
around the minimum, respectively.91

For distributed multipole models,31�33 we have tested multi-
pole moments up to quadrupole, and the results confirm that
quadrupole is necessary to yield an accurate description of the
intermolecular electrostatics for HB complexes. In comparison
with the distributed multipole model employed in the AMOEBA

force field,4,33,92 we also added distributed multipoles at bond
middle points, which slightly improves the results. The distri-
bute multipoles were calculated with the GDMA program
version 2.2,75 using the formatted checkpoint file produced by
Gaussian0393 as input. All distributed multipole analyses, except
for the furan molecule, were performed with the analytical DMA
algorithm by setting keywords “SWITCH0” and “RadiusH 0.35”.
For the furanmolecule, the analytical DMA algorithm breaks down
due to a known stability problem with large basis sets.75 There-
fore, numerical DMA was performed for the furan molecule with
the default setting in the program. In agreement with a previous
study,78 we find that the analytical DMA algorithm in general
yields more accurate results on electrostatic potentials and inter-
molecular electrostatic interactions than numerical DMA.
Charge penetration76�79 has been known to make significant

contribution to intermolecular electrostatic interaction in the
short range. In order to examine its effect on the description of

Table 1. Percentage of Energy Components and Total Binding Energy for Each HB Complex at Geometries Optimized at the
B3LYP/aug-cc-pvdz Levela

B3LYP-D3/aug-cc-pvdz B3LYP-D3/aug-cc-pvtz M06-2X-D3/aug-cc-pvdz

ΔEfrz ΔEpol ΔEct ΔEbind ΔEfrz ΔEpol ΔEct ΔEbind ΔEfrz ΔEpol ΔEct ΔEbind

water dimer 79 9 12 �5.16 80 7 13 �5.24 79 11 10 �5.02

H2CO�H2O 83 7 9 �5.31 85 5 10 �5.38 84 8 8 �5.33

furan� H2O 83 4 13 �3.56 84 2 14 �3.63 81 7 12 �3.05

NH3�H2O 73 17 11 �6.73 75 14 11 �6.83 72 18 10 �6.37

HCN�H2O 80 11 9 �3.80 82 7 11 �3.87 79 11 9 �3.57

H2CNH�H2O 76 13 11 �5.98 78 9 13 �6.07 75 14 11 �5.63

H2S�H2O 84 7 10 �3.16 84 3 13 �3.13 83 9 8 �2.95

H2CS�H2O 84 8 7 �4.67 85 7 8 �4.70 86 9 6 �4.86

formamide dimer 83 14 2 �7.55 85 13 2 �7.67 83 15 2 �7.46
aΔEfrz, ΔEpol, and ΔEct are in percentage, and ΔEbind is in kcal/mol.

Figure 3. Total binding energy and its components for each HB complex at geometries optimized at the B3LYP/aug-cc-pvdz level.
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the directional dependence of hydrogen bonding, we have repla-
ced each point charge with a smeared charge, which consists of
a nuclear chargeZ and an exponential charge density F(r) = (qa3/
8π)e�ar, in which r is the distance to the charge center and a
defines the width of the charge distribution. Accordingly, the
electrostatic interaction between two smeared charges can be

written as:

Echg � chg ¼ qAqB
R

½1� f ða, b,RÞ � f ðb, a,RÞ�

þ qAZB

R
gða,RÞ þ qBZA

R
gðb,RÞ þ ZAZB

R
ð7Þ

where

f a, b,RÞð ¼ e�aR b4

b2 � a2ð Þ2 1� 2a2

b2 � a2
þ aR

2

! 

and

g a,RÞð ¼ 1� e�aR 1 þ aR
2

��

The interaction between one smeared charge and one point
dipole is

Echg � dip ¼ � ðZA þ λ3qAÞμFB 3
RF

R3
ð8Þ

where λ3 = 1 � e�aR � aRe�aR � (a2R2/2)e�aR and the inter-
action between one smeared charge and one traceless point
quadrupole is

Echg � quadrupole ¼ ðZA þ λ5qAÞ∑ΘB
αβ

RαRβ

R5
ð9Þ

where λ5 = λ3 � 1/6a3R3e�aR, andΘαβ
B is the traceless quadru-

pole moment at site B.
For each atomic center, the nuclear charge ZA is taken as the

number of valence electrons, for example Z = 4, for the carbon
atom. Parameter a for each charge site is determined by mini-
mizing the electrostatic potential difference between quantum
mechanical calculations and the damped multipolar expansion
over a set of grid points.78 The minimization is performed with the
modified “potential” subprogram in TINKER 5.0.94 The fitting grid
consists of 10 layers with a spacing of 0.25 Å. The first layer starts at
the distance of half of the vdW radii95 to the atomic center.
2.3. vdW Interaction Models. For vdW interactions, we have

investigated the three most commonly employed potential energy
functions,80 i.e. LJ 12-6, Buckingham, and buffered 14-7 potentials:

ELJij ¼ εij
R12
min , ij

R12
ij

� 2R6
min , ij

R6
ij

 !
ð10Þ

Figure 5. Linear regressions for total binding energy and frozen density interaction results (in kcal/mol) along HB angles: (a) For B3LYP-D3,ΔEfrz vs
ΔEbind; (b) for M06-2X-D3, ΔEfrz vs ΔEbind; and (c) for ΔEfrz, B3LYP-D3 vs M06-2X-D3.

Figure 4. Total binding energy and its components from B3LYP-D3/
aug-cc-pvdz DEDA along the HB angles (see Scheme 2). Black: total
binding energy; red: frozen density energy; and green: electronic
relaxation energy (polarization and charge transfer). Panel A: (a) Water
dimer; (b) formaldehyde�water; (c) furan�water; (d) ammonia�
water; (e) hydrogen cyanide�water; (f) methanimine�water; and (g)
hydrogen sulfide�water. Panel B: formamide dimer.
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EBuckij ¼ εij Ae�BRij=Rmin , ij � C
R6
min , ij

R6
ij

 !
ð11Þ

and

Ebuffij ¼ εij
1 þ δ

Fij þ δ

 !7
1 þ γ

F7ij þ γ
� 2

 !
ð12Þ

In the above equations, Rij is the distance between atoms i and j,
εij is the potential well depth, Rmin,ij is the minimum energy
distance, and Fij = Rij/Rmin,ij in eq 12. The combination rules for
eqs 10 and 11 are

Rmin , ij ¼ r0i þ r0j and εij ¼
ffiffiffiffiffiffiffiffi
ε0i ε

0
j

q
ð13Þ

For eq 12, it is

Rmin, ij ¼ 2
ðr0i Þ3 þ ðr0j Þ3
ðr0i Þ2 þ ðr0j Þ2

and εij ¼
4ε0i ε

0
j

ððε0i Þ1=2 þ ðε0j Þ1=2Þ2
ð14Þ

where ri
0 and εi

0 are vdW parameters for the atom i.
While eq 10 (LJ 12-6) is the most popular functional form for

vdW interactions, and eq 11 (Buckingham) and eq 12 (buffered
14-7) are used in MM324 and AMOEBA33 force fields, respec-
tively. Following the referenced force fields,24,33 we took A =
18400.0, B = 12, and C = 2.25 in eq 11, and δ = 0.07 and γ = 0.12
in eq 12; ri

0 and εi
0 depend on functional forms and were taken

directly from the corresponding force field (OPLS-AA for LJ 12-
6, MM3 for Buckingham, and AMOEBA for buffered 14-7).

3. COMPUTATIONAL DETAILS

3.1. HB Complexes. The HB complexes investigated in this
work are illustrated in Scheme 2. Except for the formamide
dimer, which was shown to be representative of HBs found in
protein side chains and main chains,10 all other complexes have
water as theHB donor. TheHB acceptors, as shown in Scheme 1,
represent a set of molecules containing sp nitrogen and aromatic
oxygen and sp2 and sp3 nitrogen, oxygen, and sulfur. With the
internal coordinates of monomers frozen and other HB geo-
metric parameters held fixed at the optimized dimer values, we
scanned along the chosen HB geometric parameters (denoted by

Greek letters in Scheme 2) to generate hydrogen-bonded dimers
for the DEDA calculations and model evaluations. The internal
geometry of each fragment was optimized at the B3LYP/aug-
cc-pvdz level with Gaussian 03.93 We do not consider energy

Figure 6. Comparison of frozen energies in kcal/mol along theΦ angle (see Figure 1) for water (left) and formamide (right) dimers with DEDA and
the wave function-based EDA. The latter employs the HL antisymmetrization of two fragments’ wave functions to represent the frozen density state.

Figure 7. Frozen density energy, electrostatics, and vdW energy (in
reversed sign) fromB3LYP-D3EDA along theHBangles (see Scheme 2).
Black: frozen density energy; red: electrostatics; and green: vdW in
reversed sign. Other descriptions are the same as those in Figure 4.
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contributions from internal geometry distortions, i.e., the pre-
paration energy.
3.2. DFT Calculations and EDA Analyses. DEDA were

carried out at the B3LYP65,67,81-D3/aug-cc-pvdz level and
M06-2X69-D3/aug-cc-pvdz level with a development version of
NWCHEM.96 The notation D3 indicates that the total binding
energy and the vdW component from DEDA are corrected for
each DFT functional by adding the dispersion energy calculated
from the newest version of Grimme’s method.66 While the corre-
ction is significant for B3LYP, it is in general less than 0.1 kcal/mol
for M06-2X. For the M06-2X calculations, the fine grid as
implemented in NWCHEM is applied to reduce the integration
grid errors when using meta-generalized-gradient approximation
functionals.97�99 The Beck’s integration scheme100 is used for
the weighting function for charge partition.55 To test the influ-
ence of the basis sets, calculations at the B3LYP-D3/aug-cc-pvtz
level were also performed.

4. RESULTS AND DISCUSSION

In this section we will first present the DEDA results for var-
ious HB complexes and our finding that frozen density inter-
action is the key factor in determining angular dependence of HBs.
Then by using the B3LYP DEDA results as reference, we will
evaluate various electrostatic and vdW models in their descrip-
tions of the directional hydrogen bonding.
4.1. DEDA of Hydrogen-Bonding Directional Depen-

dence. As illustrated in Figure 2, the total hydrogen-bonding
interaction energy can be cleanly divided into four physically
meaningful components, i.e., electrostatics, vdW, polarization,
and charge transfer. The sum of the electrostatics and vdW terms
constitutes the frozen density interaction energy term, which in
principle has already been taken into account in nonpolarizable
force fields; on the other hand, the polarization and charge-tran-
sfer terms come from the electronic relaxation, whose explicit
description by force fields needs polarizable models and other
advanced treatment.

The DEDA results of the nine hydrogen-bonding complexes
(Scheme 2) at their optimal HB configurations are presented in
Table 1 and Figure 3.We can see that among different functionals
and basis sets, including B3LYP-D3/aug-cc-pvdz, B3LYP-D3/
aug-cc-pvtz, and M06-2X-D3/aug-ccpv-dz, the results are very
consistent. At the optimalHB configuration, the electronic relaxation
energy is about 20% of the total binding energy, which is certainly
not negligible. Among the nine complexes, the ammonia�water
complex has the largest contribution from electronic relaxation
energy, which accounts for about 28% of the total HB binding
energy. As to the influence of the basis set, the results from aug-
cc-pvdz and aug-cc-pvtz are in close agreement with each other,
indicating that DEDA is not sensitive to the size of the basis set.
Binding energies from M06-2X-D3 are also in general very
consistent with those from B3LYP-D3. We note that without the
dispersion correction, an important ingredient of HB interac-
tion,71 B3LYP binding energies are about 1�2 kcal/mol weaker
than those from M06-2X. The results in Table 1 and Figure 3
further confirm that the frozen density interaction plays a major
role in determining the hydrogen-bonding strength.
The DEDA results of the nine hydrogen-bonding complexes

with respect to their respective hydrogen-bonding angles defined
in Scheme 2 are presented in Figures 4 and 5. For all nine com-
plexes, we can clearly see that the frozen density interaction
energy (red in Figure 4) shares the same trend as the total bind-
ing energy (black), while the electronic relaxation energy (green)
is quite flat along those defined angles. In fact, as shown in Figure 5a,
we see a strong correlation betweenΔEfrz andΔEbind with respect
to Φ. Moreover, the resemblance between ΔEfrz and ΔEbind is
not limited to the B3LYP-D3 functional. In Figure 5b we can see
there is also a strong correlation between ΔEfrz and ΔEbind for
M06-2X-D3. The consistency of ΔEfrz between two different
functionals is demonstrated in Figure 5c, in which the linear
regression yields a close-to-unity slope with R2 nearly one and
residual close to zero. Thus our DEDA results clearly show that
the frozen density interaction term is the dominant factor in

Figure 8. Results of linear regressions of ΔEes (in kcal/mol) between each electrostatic model and B3LYP-D3 DEDA results in describing HB
directional dependence: (a) Atomic charge model; (b) off-center point charge model; (c) distributed multipole model; (d) atomic smeared charge
model; (e) off-center smeared charge model; and (f) distributed multipole model with smeared charge. The x-axes correspond to the results from
B3LYP-D3/aug-ccpvdz DEDA.
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determining the hydrogen-bonding orientation, while the sum of
polarization and charge-transfer terms shows very little HB direc-
tional dependence. It should be noted that this finding is quite
different from the current dominant view regarding the origin of
hydrogen-bonding directionality.1,10�17

In order to find out whether similar results can be observed
with wave function-based EDA methods, we also performed the
same analysis with the wave function based EDA, in which the
HL antisymmetrization of two fragments’ wave functions has
been employed to represent the frozen density state. The com-
parison of results between EDA and DEDA on the water and
formamide dimers is presented in Figure 6, and it shows three
clear distinctions: (1) ΔEfrz from EDA is significantly smaller,
which implies the contribution from electronic relaxation energy
to ΔEbind is significantly larger for EDA; (2) there is no strong
correlation between ΔEfrz and ΔEbind for EDA, which suggests
that polarization and charge transfer play important roles in HB
orientation based on wave function-based EDA analysis; and (3)
EDA has amuch larger difference ofΔEfrz between different DFT
functionals than DEDA. These distinctions clearly demonstrate
important novel features of the DEDA approach and may lend

DEDA some unique advantages for force field development over
the wave function-based EDA methods. Specifically, our DEDA
results indicate that the problem of describing HB orientation in
current nonpolarizable force fields is not due to the lack of ex-
plicit polarization or charge-transfer terms but comes from defi-
ciencies in electrostatic and vdW models. As shown in Figure 7,
both electrostatics and vdW interactions are important in
determining the HB directionality, and the optimal binding angle
results from a balance between them. In next two subsections,
using theDEDA results as reference, wewill examine several electro-
static and vdW models in order to provide some guidance for
further force field development.
4.2. Examination of Electrostatic Models.To go beyond the

atomic chargemodel for better describing electrostatics interactions,
there have been substantial efforts on developing off-center charge
models,25�30 which place extra point charges at sites other than
the nuclei andmodels employing highermultipolemoments.31�33,101

The details of implementation and parametrization can be quite
diverse among different approaches. Here our strategy is to avoid
the employment of dimerization data in parametrization; instead
we derive all parameters by only using electrostatic properties of
monomers. Thus our parametrization procedure can be directly
applied to any molecules, and the results will not be biased
toward the HB complexes investigated here. As described in
Section 2, we use RESP fitting to derive charges for the off-center
charge model and the GDMA method75 for distributed multi-
poles up to quadrupole.
We have examined the performance of various electrostatic

models to describe directional hydrogen bonding. Correlations
between ΔEes from electrostatic models and the corresponding
ΔEes fromB3LYP-D3/aug-cc-pvdzDEDA are shown in Figure 8.
For the atomic charge model (Figure 8a), a slope of ∼0.5
indicates a significant underestimation of electrostatic interac-
tions in comparison with the DEDA results, and the root-mean-
square deviation (RMSD) is quite large (3.7 kcal/mol). A more
serious problem for the atomic charge model is that the electro-
static interaction curves are too flat for most of the HB complexes
as shown in Figure 9, which is directly responsible for its problem
of describing HB directionality. From Figure 8b and c, we can
see that the off-center chargemodel and the distributed multipole
model make significant improvement over the atomic chargemodel:
Slopes are larger, RMSDs are smaller, and R2 values are signi-
ficantly close to unity. As shown in Figure 9, ΔEes from the dis-
tributed multipole model has a good agreement with the DEDA
results, except for a systematic shift that is largely due to the
charge penetration effect.
The influence of charge penetration on the short-range

intermolecular electrostatic interactions is well-known32 and
has recently attracted much attention.56,76�79,102,103 To account
for the charge penetration effect, we replace each point charge
with a smeared charge, which consists of a negative exponential
charge density and a positive point charge at the atomic center.56

The net effect of smeared charges increases the strength of
electrostatic interactions at the short-range. Here we have only
considered the charge penetration effects for monopoles because
it was shown that introducing higher order damping only yields
minor improvement.78 As demonstrated in Figure 8, with the
smeared charge model, the electrostatic interactions become
much stronger, and the RMSDs are all greatly reduced for all
three models. There is an excellent agreement between the
DEDA results and those from the smeared charge distributed
multipole model, as indicated by the close-to-unity slope and the

Figure 9. ΔEes (in kcal/mol) along the HB angles obtained from
B3LYP-D3 DEDA and different electrostatic models. Black circle:
DEDA; red: atomic charge model; green: distributed multipole model;
and blue: distributed multipole model with smeared charge to take
account of charge penetration effects. Other descriptions are the same as
those in Figure 4.
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small RMSD in Figure 8f. Meanwhile, by comparing the values
of R2 in Figure 8a and d, we can see that incorporating the
charge penetration effects alone would not be sufficient to
relieve the problem of describing HB orientation in the atomic
charge model. Among all models examined, Figures 8 and 9
clearly show that the smeared charge distributed multipole
model (up to quadrupole), which takes account of charge

penetration effect, has the best agreement with the correspond-
ing DEDA results.
4.3. Examination of vdWModels. As shown in Figure 7, not

only electrostatics but also vdW interactions can be important in
determining the HB directionality. Here we have investigated
three commonly employed vdW force field functions. The vdW
parameters were directly taken from OPLS-AA,7 AMOEBA,92

and MM324 force fields, respectively, to test the LJ12-6, buffered
14-7, and Buckinghampotentials. These parameters are in general
obtained by fitting to experimentallymeasured properties or high-
level ab initio QM calculations of dimerization energies. Thus we
do not expect that the vdW function forms with parameters taken
directly from those force fields have a good agreement with the
DEDA results. Nevertheless, such a comparison may shed light
on the appropriateness of vdW function forms to describe the
angular dependence of hydrogen bonding.
The correlations betweenΔEvdW from vdWmodels and those

from B3LYP-D3 DEDA are presented in Figure 10. Among the
three models, LJ 12-6 model is clearly the worst and does not
correlate at all with the corresponding DEDA results. The per-
formances of buffered 14-7 and Buckingham potentials are com-
parable. Bothmodels have someweak correlationswith theDEDA
results but are still not satisfactory in describing the angular
dependency of vdW interaction, as shown in Figure 11. To sig-
nificantly improve the description of vdW interactions, a sys-
tematic parametrization protocol should be developed, and more
advanced vdW models may also need to be explored. We are
currently carrying out studies along this direction and will
present our results in a future account.

5. CONCLUSIONS

In this work, we have further improved the density-based
energy decomposition analysis (DEDA) method and made a
systematic investigation about the directional dependence hy-
drogen bonding with both B3LYP-D3 and M06-2X-D3 func-
tionals. Our results clearly demonstrate that frozen density inter-
action energy term is the key factor in determining the HB
orientation, while the density relaxation energy, including both
polarization and charge-transfer components, shows very little
HB directional dependence. This finding is quite different from
the current dominant view regarding the origin of hydrogen-
bonding directionality and would not be obtained with wave
function-based EDA approaches. Using the DEDA results as
reference, we have examined several electrostatic and vdW inter-
action models and demonstrated that the main deficiency com-
ing from the atomic point charge model can be overcome largely

Figure 10. Linear regression results forΔEvdW (in kcal/mol) between each vdWmodel and B3LYP-D3 DEDA. (a) LJ 12-6; (b) buffered 14-7;and (c)
Buckingham. The x-axes correspond to the results from B3LYP-D3 DEDA.

Figure 11. vdW interactions along the HB angles obtained from
B3LYP-D3DEDA and various vdWmodels. Black: DEDA; red: buffered
14-7; and green: Buckingham. Other descriptions are the same as those
in Figure 4.
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by the introduction of extra charge sites or higher order multipole
moments. Among all electrostatic models explored, the smeared
charge distributed multipole model (up to quadrupole) is found
to have the best agreement with the correspondingDEDA results.
Systematic parametrization protocols to determine parameters
for more advanced electrostatic models based on QM calcula-
tions of monomers have been presented. We have also shown
that vdWsmodels still need further improvement to better model
the directional dependence of hydrogen bonding.
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ABSTRACT: The radiative and nonradiative decay of a model with five double bonds of the 11-cis-retinal protonated Schiff base
was studied both in vacuum and in methanol solution using an extended version of the averaged solvent electrostatic potential from
molecular dynamics data (ASEP/MD) method that allows the location of crossing points between free energy surfaces both in
equilibrium and in frozen solvent conditions. The multireference quantum method CASSCF was used for the description of the
states of interest, while the solvent structure was obtained from molecular dynamics simulations. Electron dynamic correlation
corrections to the energy were included at CASPT2 level. Unlike in gas phase, where only two states seem to be implicated, in
methanol solution, three states are necessary to describe the photoisomerization process. At the Franck�Condon point the S1 and
S2 states are almost degenerate; consequently, the S1 surface has a region with an ionic character (

1Bu-like) and another one with a
covalent character (2Ag-like). Emission from the ionic minima is responsible for the low-frequency part of the fluorescence band,
while emission from the covalent minima originates the high-frequency part. The ionic minimum is separated from the conical
intersection yielding the all-trans isomer by an energy barrier that was estimated in 0.7 kcal/mol. The geometry of the optimized
conical intersection was found at a torsion angle of the central double bond close to 90� both in vacuum and in methanol solution.
This large torsion in addition to the accompanying charge displacements forces a strong solvent reorganization during the de-
excitation process which slows down the photoisomerization kinetics in methanol with respect to the gas phase. Solvent fluctuations
modulate the minima depth and the barrier height and could explain the multiexponential relaxation time observed in the
experiments.

1. INTRODUCTION

Although the theoretical study of solvent effects on the
evolution of molecules in excited states has received an increas-
ing attention in the last years, nonradiative (nonadiabatic)
processes have been comparatively less studied than radiative
processes (fluorescence or phosphorescence). The reasons are
obvious, from the difficulties inherent to the presence of a
solvent, as are the existence of a manifold of configurations
thermally accessible, to the great number of solvent molecules
involved or the interplay between solute and solvent dynamics,
one must add the complications associated to the study of
nonadiabatic processes,1�5 processes that imply more than one
potential energy surface. It is usual to classify nonadiabatic
processes as internal conversion (IC) or intersystem crossing
(ISC) depending on the spin symmetry of the states involved.
Associated with this nonadiabatic process we find a potential
energy surface crossing named conical intersection (CI) or
singlet�triplet crossing (STC). Nowadays, there are several
techniques and algorithms available that permit the determina-
tion of those geometries for which CI and STC appear and also
for the minimal energy conical intersection geometries
(MECI), which are considered as the most probable radiation-
less decay sites.

There have been several proposals in the literature to include
solvent effects in the study of IC processes. Burghardt et al.,6,7

for instance, use dielectric continuum methods. These authors
introduce an explicit coordinate for the solvent, which permits
them to study the solvation dynamics during the internal

conversion process. Polarizable continuum models (PCM) have
been used by Barone et al. in the study of uracil derivates.8 Methods
that allow a more detailed description of the solvent have also been
proposed; so for instance, Yamazaki and Kato9 use the reference
interaction site model self-consistent field (RISM-SCF)10 method
for describing the solvent dynamics during energy surface crossing
in ethylene and CH2NH2

+ in polar solvents. This group has also
studied conical intersections in a small protonated Schiff basemodel
of retinal in methanol solution, stressing the importance of the
electron correlation in the structural and energetic properties of
the MECI.11 Other groups12�14 have used quantum mechanics/
molecular mechanics (QM/MM) methods to locate CI, generally
in frozen solvent conditions, although in some cases the solvent
dynamics has been also considered.

In a previous study15 we developed an extended version of the
averaged solvent electrostatic potential frommolecular dynamics
(ASEP/MD) method that permitted the study of the solvent
effects on radiationless decay processes both in equilibrium and
nonequilibrium (frozen) solvent conditions. As an application of
the method, we studied the photophysics of acrolein in aqueous
solution. Because of the small size of acrolein, solvent reorganiza-
tion was not a necessary condition for the photoisomerization
reaction, and the molecule exhibited a similar behavior in
solution and in gas phase. In the present study we are interested
in the location and characterization of the principal critical points
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(minima, CI, etc) on the first two low-lying excited states of a
model of the rhodopsin chromophore in methanol solution.

Rhodopsin is a protein that is highly specialized in the detection
of photons. Its chromophore, retinal, is an A1-vitamin derivative
and is formed by a β-ionone ring and a polyene chain bonded
covalently through a Schiff bond to the Lys296 residue of the
protein. As a consequence of the absorption of one photon, the
protonated Schiff base of the 11-cis-retinal (PSB11) undergoes a
rotation, and it transforms into its all-trans isomer in a very fast
process that, inside the protein, happens in less than 200 fs.16,17

The speed of the process and the lack of radiation emission is
explained by the existence of a conical intersection between the
potential energy surfaces of the first excited state and the ground
state. These states are clearly differenced by its charge distribu-
tion, that is, the ground state has a predominantly covalent charac-
ter (dot�dot) with a localized electronic distribution, whereas
the excited crossing state has a predominantly ionic character
(hole�pair), which means that the charges are delocalized over
the molecule. Several studies of this nonadiabatic process have
been carried out. Martínez et al.,12b for instance, used the floating
occupation molecular orbital approach (FOMO) with semiempi-
ricalmethods to locate theMECI in vacuum, although the energies
are not in agreement with those obtained with ab initio calcula-
tions. In a previous work12a they used a QM/MM method to
solvate an analogue of PSB11 with 57 MM water molecules; they
found that the stabilization of theMECI with respect to in vacuum
conditions is about 7 kcal/mol. Olivucci et al. have largely studied
different aspects of this IC, they have analyzed different models of
the PSB11 in vacuum,13,18 the effects of the counterions,19 and
more recently, the effect of the opsin.13,20 Burghardt et al.6 use a
dielectric continuum model to describe the electrostatic effects of
the environment in protonated Schiff bases, like PSB11, conclud-
ing that the CI is lost in frozen solvent conditions. Send and
Sundholm21 carried out a time-dependent density functional
theory (TD-DFT) study in vacuum and inside the protein; they
suggested that the electron excitation produces the torsion of the
β-iononic ring, and then the torsion is propagated along the
carbon chain to the C11dC12 center to allow the photoisomeriza-
tion. Warshel and Chu22 analyze the nature of the surface crossing
process in bacteriorhodopsin using a hybrid QM/MM method.
It is demonstrated that the motion starts with bond vibrations and
evolves to a torsional motion and that surface crossing occurs only
in the 90� region. More recently, Kato et al. have published a
theoretical study of the cis�trans photoisomerization of a small
PSB11 model with only three double bonds in methanol
solution.11 These authors employed analytical gradients for the
location of theMECI atmultistate-CASPT2 level23 and the RISM-
SCF method10 to include the solvent effects. In this study the
importance of the dynamical correlation in the structural and
energetic properties of two possible MECI has been highlighted.

In a more experimental vein, several authors24�27 analyzed the
photoisomerization process inside the protein, and evidence for
the involvement of a conical intersection was obtained. In a
recent study, Zgrabli�c et al.28 have obtained femtosecond fluor-
escence spectra of the all-trans retinal Schiff base in several polar
and apolar solvents. The analysis of the time-resolved fluores-
cence spectrum in methanol reveals a complex spectral behavior
that could be originated by emissions from different structures
and states. Other experimental data to account for is that, in
methanol, the photoisomerization is 2 orders of magnitude
slower than in the protein, while calculations in gas phase report
a process as fast as in protein.29 Elucidating if this slow reaction in

methanol is due to changes in the free energy surfaces of the
states involved in the photoisomerization or if, on the contrary, it
is related to solvent dynamics is one of the aims of this paper. It is
worth noting that during the cis�trans photoisomerization of
retinal, there are parts of the solute molecule that can suffer large
displacements, consequently, it can be expected that, in opposi-
tion to what was found in acrolein, the solvent reorganization
would become an important step in the reaction mechanism and
lead to large differences between the gas phase and in solution
behavior. A second aim is the location of the possible minima that
could explain the fluorescence spectrum of the chromophore in
methanol. In short, we expect to clarify the role that the solvent
plays in the radiative and nonradiative decay processes.

The rest of the paper is organized as follows: In Section 2 the
main features of the method will be explained, and the computa-
tional aspects will be detailed. In Section 3 the in vacuum and in
methanol solution results will be discussed, and finally, the main
conclusions will be reported in Section 4.

2. METHODS AND DETAILS

ASEP/MD is a QM/MM effective Hamiltonian method that
makes use of the mean field approximation.30 The method
combines QM and MD techniques with the particularity that
full QM and MD calculations are alternated and not simulta-
neous. During the MD simulations, the intramolecular geome-
tries and charge distributions of all molecules are considered as
fixed, and the interaction is calculated with MM. From the
resulting data, the average electrostatic potential generated by
the solvent on the solute can be obtained. This potential is
introduced as a perturbation into the solute’s quantum mechan-
ical Hamiltonian, and by solving the associated Schr€odinger
equation, a new charge distribution for the solute is obtained,
which is used in the next MD simulation. The iterative process is
repeated until the electron charge distribution of the solute and
the solvent structure around it become mutually equilibrated.

To locate a optimized conical intersection between two
electronic states, we combine the ASEP/MD method with an
algorithm due to Bearpark et al.31 The algorithm simultaneously
minimizes the in solution energy difference between the two
intersecting states and the energy of the crossing seam between
the two potential energy surfaces. Details of the method can be
found elsewhere.15

We consider two possible regimes for the solvent depending
on whether it is in an equilibrium or nonequilibrium (frozen)
situation with the solute. In the former case, the solvent is
equilibrated at every point with the solute charge distribution
of the adiabatic state on which the initial dynamics takes place, i.e.,
the S1 state with ionic character when an S1/S0 CI is searched
for. Although in the neighborhood of the CI, the S0 and S1 states
are swapping, the solvent is always in equilibriumwith the state of
larger ionic character, which is identified by its charge distribu-
tion. In the second regime, a frozen solvent structure, which is in
equilibrium with the charge distribution of a previous solute
structure, is used. In this situation the solvent does not respond
to changes in the solute charge distribution. Both situations are
extreme cases, the real behavior of the system is expected to be
somewhere between them. It is worth noting that the minimum
energy conical intersection located in these conditions is an
upper limit to the real MECI; in consequence, we do not obtain
the absolute MECI but the lowest energy CI subject to the
condition that the solvent is either in equilibriumwith the S1 state
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or frozen. Therefore from now on we call this optimized conical
intersection in solution as EQ-MECI in equilibrium and FS-MECI
with frozen solvent.

Once the geometries of interest (ground- and excited-state
minima, EQ-MECI, etc.) have been located the free energy
differences, ΔG, between them are calculated as sums of two
terms

ΔG ¼ ΔEQM þ ΔGint ð1Þ
where ΔEQM is the difference in the internal quantum energy of
the solute between the two geometries andΔGint is the difference
in the solute�solvent interaction energy, which is calculated
classically using the free energy perturbation method.32 In turn,
the ΔGint term can be split into two terms ΔGint = ΔEint +
ΔGsolv. The term ΔEint accounts for the difference in the
solute�solvent interaction energy between the final and initial
state. The last term, ΔGsolv, provides the solvent distortion
energy, i.e., the energy spent in changing the solvent structure
from the initial to the final state.
2.1. Computational Details. The current study tackles the

comparison of the excited potential energy surfaces of a model of
the 11-cis-retinal protonated Schiff base molecule formed by five
double bonds in vacuum and in methanol solution. In previous
papers33 it was shown that this model, calledM1 (see Figure 1), is
adequate in studying the photophysical behavior of the real
molecule since it reproduces some of the main features of the
experimental absorption spectra:34 two well separated excited
states in vacuum that become almost degenerate in methanol
solution. The ground and excited states were described using
state-average complete active space self-consistent field (SA-
CASSCF) of the first three roots with equal weights. All electrons
of the π skeleton were included in the active space, which was
spanned by all the configurations arising from 10 valence π
electrons in 10 orbitals (10e, 10o). The split-valence 6-31G(d)
basis set was employed. It is well-known that to obtain an
accurate description of the energetic properties of photoexcited
systems, the dynamic electronic correlation must be included. In
our case, we used the second-order perturbation method
CASPT2. Since analytical gradients are not available for this
method in the MOLCAS program, carrying out CASPT2
geometry optimizations was impractical, and therefore we only
recalculated the electronic energies with CASPT2 at the geome-
tries located with SA-CASSCF. In the case of the MECI, also
multistate CASPT223 calculations were performed. All the
calculations were performed with a development version of the
ASEP/MD program using the data provided by Gaussian9835

andMoldy.36 The dynamical correlation correctionswere calculated

with MOLCAS 6.4.37 Calculations were performed with no
ionization potential electron affinity (IPEA) shift38 to be con-
sistent with previous calculations done with older MOLCAS
versions. An additional imaginary shift of 0.1i Eh was included in
order to minimize the appearance of intruder states. All the
minima, both in vacuum and in methanol solution, were con-
firmed by analytical Hessian calculations at CASSCF with a
harmonic approximation and, in the case of in methanol minima,
supposing that the solvent remains frozen during the solute
vibration.
To locate the CI points, we used a quasi-Newton method

where the approximate Hessian was updated by using the Broyden�
Fletcher�Goldfarb�Shanno (BFGS) algorithm.
A total of 331 molecules were simulated with fixed intramole-

cular geometry by combining Lennard-Jones interatomic interac-
tions with electrostatic interactions. The solvent was represented
by 330 molecules of methanol using AMBER nonbonded
parameters39 in a cubic box of 28.2 Å side (test calculations
performed with 1000 methanol molecules did not show significant
changes). Also AMBER nonbonded parameters39 were used for
the solute. No counterion was included. Previous studies of
Rajamani and Gao40 and R€ohrig et al.41 using chloride as counter-
ion find that, because of the large dielectric screening effect of
methanol, the effect of the counterion on the structure and
spectrum of the solute is minimal. This has been corroborated
by experiments showing that the position of the chromophore
absorption band in polar solvents is not affected by the nature of
the counterion.42 Periodic boundary conditions were applied, and
spherical cutoffs were used to truncate themolecular interactions at
9.0 Å. A time step of 0.5 fs was used. The electrostatic interaction
was calculated with the Ewald method. The temperature was fixed
at 298 K by using a Nos�e�Hoover thermostat. Each MD calcula-
tion simulation was run for 75 ps (25 ps equilibration, 50 ps
production). In solution, the results are affected by statistical
uncertainty due to the finite size of the MD sampling, and we
take average values of the last five ASEP/MD cycles. Given that
10�15 total cycles are performed, the effective times are around
400�750 ps for equilibration and 250 ps for production.

3. RESULTS AND DISCUSSION

In previous papers32 it was shown that the solvent modifies the
relative stability of the low-lying excited states of the 11-cis-retinal
protonated Schiff base and of several molecules used as models of
the rhodopsin chromophore, M1 among them. In gas phase the
absorption spectrum displays two bands separated by almost 1 eV,
corresponding to transitions from the ground state (covalent or
2Ag-like in character) to the first excited state, which has ionic
character (1Bu-like) and to the second excited state, with a covalent
character. The transition to the covalent excited state is generally
associated to a smaller oscillator strength and can be difficult to
detect experimentally in some cases. In methanol solution a single
band is observed in the absorption spectrum.

In the next two subsections we will describe the main
characteristics of the two low-lying excited states of M1 both in
gas phase (Section 3.1) and in methanol solution (Section 3.2).
We will show that in both phases, it has been possible to locate
several local minima on S1. We will also discuss the solvent ef-
fects on the relative stability of the EQ-MECI. A priori, any
double bond of the 11-cis-retinal molecule could undergo photo-
isomerization; in fact, in solution, conical intersections have been
identified12b that lead to the all-trans retinal and to several di-cis

Figure 1. Planar M1 and twisted EQ-MECI M1 pictures and numbering
of the carbon skeleton.



4053 dx.doi.org/10.1021/ct200295r |J. Chem. Theory Comput. 2011, 7, 4050–4059

Journal of Chemical Theory and Computation ARTICLE

isomers. The process is more selective inside the rhodopsin
pocket where the only bond that undergoes the rotation is the
central double bond C11dC12. The final product in this case is
the all-trans retinal. It has been suggested19,43 that the presence of
a counterion from the protein can favor the isomerization of this
particular bond. In our study we mainly focus on the photo-
isomerization of the central double bond, although other possi-
bilities are commented.
3.1. In Gas Phase. Figure 2 displays the gas phase transition

energies computed at CASSCF and CASPT2 levels. For all the
structures considered (FC, minima, MECI), the ionic excited
state is more stable than the excited covalent state, except in the
covalent-state minima. So, for instance, in the FC point the first
two excited states are very well-defined and separated, about 1 eV
independently of the calculation level, CASSCF or CASPT2,
used. The same is valid in the MECI region. As has been
suggested in previous studies18b and our calculations confirm,
the covalent excited state is not directly involved in the conical
intersection associated to the internal conversion process in
vacuum. Only two states, ground and ionic, are involved in the
photoisomerization reaction. The main structural parameters of
the minima located in gas phase are gathered in Table 1. At the
beginning of the absorption process, the molecule has the planar
structure of the ground state with a clear alternation of single and
double bond lengths. Thus, the bond length alternation (BLA),
that is, the difference between the length of formal simple and
double bonds, is 0.39 Å. The main characteristic of the potential
energy surface of the ionic excited state is the presence of several
local minima and of a CI. The minima were located at 2.50, 2.54,
and 2.49 eV with respect to the ground-state minimum at
CASPT2//CASSCF level and only around 0.15 eV under the
FC point. These minima, called from now on Ion-1, Ion-2, and
Ion-3, respectively, are very close in energy, and all of them
display a planar structure. The Ion-1 minimum has a single- and
double-bond distribution opposite to that displayed by the
ground state: the BLA value is�0.14 Å (the minus sign indicates
the interchange in the nature of single and double bonds). In the
Ion-2 minimum all the central bonds have the same length, and
consequently, the BLA value is 0.00 Å. Finally, the Ion-3
minimum displays a large bond alternation which translates in
a BLA value of �0.24 Å. It is worth noting that the three ionic

minima differ from each other in less than 1.0 kcal/mol. The
three structures are local minima confirmed through fre-
quency calculations, and we found several low-frequency
modes corresponding to movements in the molecular plane,
indicating that the surface between the minima is relatively
flat. The presence of these many minima could be an artifact of
using CASSCF method in the optimization. In fact, a previous
study by Valsson and Filippi,44 several minima were found at
CASSCF level, whereas a single one was found with other
methods that include dynamical correlation. The minimal
energy CI is placed at a dihedral angle C4C5C6C7 twist of
90� with an energy that is 1.72 eV above the ground-state
minimum, i.e., the MECI is almost 0.80 eV more stable than
the ionic minima and 0.94 eV lower than the FC point. This
MECI was confirmed by the MS-CASPT2 method with an
energy above the ground-state minimum of 1.73 eV. We find
that the ionic minima are separated from the MECI by a very
small barrier with a height lower than 1 kcal/mol. The barrier
height was estimated through a linear interpolation in internal
coordinates between the geometries of the ionic S1 minimum
and MECI, and the obtained value can only be considered as
an upper limit, subject to all the approximations of the
calculation. In these conditions one expects that most of M1
molecules decay though the CI, consequently a low value of
the fluorescence quantum yield is expected.

Figure 2. Relative energies (in eV) with respect to the in equilibrium ground state at CASSCF level (a) and at CASPT2//CASSCF level (b) in vacuum
for the GS, Ion-1, Ion-2, Ion-3, Cov-1, and Cov-8scis minima, and theMECI. Covalent states are in solid lines, and ionic states are in dashed lines. In bold
and italic, the optimized state energies.

Table 1. Bond Lengths (in Å) for Ground and the Different
Minima of the Excited States and the MECI Points in Vacuo

GS Ion-1 Ion-2 Ion-3 Cov-1 MECI

C1C2 1.35 1.37 1.36 1.37 1.42 1.36

C2C3 1.46 1.42 1.41 1.40 1.38 1.42

C3C4 1.35 1.42 1.42 1.43 1.42 1.41

C4C5 1.45 1.38 1.41 1.36 1.40 1.38

C5C6 1.36 1.46 1.42 1.48 1.42 1.47

C6C7 1.45 1.37 1.41 1.36 1.40 1.37

C7C8 1.35 1.44 1.42 1.46 1.41 1.42

C8C9 1.44 1.38 1.39 1.38 1.41 1.39

C9N 1.28 1.33 1.33 1.34 1.32 1.32
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The MECI geometry is characterized by the great torsion of
the C4C5C6C7 dihedral angle and by the increase of the central
double-bond length C5C6 up to 1.47 Å, 0.11 Å larger than at the
ground-state minimum geometry. The rest of the molecule
remains planar even when we start the optimization from
distorted geometries. The loss of the π character of the C5C6

central bond easies its torsion and permits the rotation of the
molecule. During the evolution of the system from the FC point
to the MECI, the differences between double- and single-bond
distances decrease, and the BLA in the MECI becomes�0.10 Å,
which has been described in previous works.45 Other mecha-
nisms for the isomerization are possible, and in particular, a
bicycle-pedal mechanism has been proposed to occur inside the
protein cavity, where spatial constraints are severe,46 and it has
also been observed in ab initio trajectories in gas phase.47 We
tried to locate other MECI points corresponding to different
isomerization mechanisms, including the bicycle-pedal, but the
search was not successful in this system.
We also found a planar minimum, named Cov-1, on the

covalent excited state. All the bonds display similar bond lengths,
consequently the BLA value is very small, only �0.08 Å. This
minimum (see Figure 2) is only 0.09 eV above the ionic state
minimum. Other minima with energies similar to Cov-1 were
found on the covalent excited state by rotation around single
bonds, one of these minima denoted as Cov-8scis is also
displayed in Figure 2.
From the above results we can conclude that most molecules

decay without radiation emission through the CI that connects
the ionic and the ground state. The possible fluorescence signal
would originate mainly at the ionic state minima, while the
contribution of the covalent excited state would be minor, owing
to the value of the oscillator strength, which is between 1.0 and
1.6 for the ionic minima and only 0.04 for the covalent one. The
presence of several minima points to a complex spectral behavior
characterized by several relaxation times. The CASPT2 emission
energies are 2.29, 2.38, and 2.17 eV for Ion-1, Ion-2 and Ion-3,
respectively, that are somewhat lower than the energy obtained at
TD-CAM-B3LYP level, 2.46 eV.48

A limitation of our study is that the excited states geometries
have been optimized at CASSCF level. Recent papers of Valsson
et al.44 and Yamazaki and Kato9 have highlighted the importance
that the inclusion of the dynamic correlation could have on the
optimized geometries of excited states. ForM1 we found that the
CI is kept when the energies are recalculated at CASPT2 level or
MS-CASPT2, the energy difference between the two crossing
states being lower than 0.1 kcal/mol. This result agrees with that
obtained by Valsson et al.,44 who concluded that the structures
calculated at CASSCF and CASPT2 level are similar in the
vicinity of the conical intersection. More important differences
are expected at the minima geometries, and in this case, it has
been shown that CASSCF tends to overestimate the BLA.15,44

Translating this trend toM1, it is probable that the different ionic
state minima located at CASSCF level would have much closer
geometries or even collapse in a singleminimum at CASPT2 level;
in any case, the similarity in CASPT2 energies for Ion-1, Ion-2 and
Ion-3 indicates that theCASPT2 surface is still relatively flat, which
can still lead to a complex relaxation behavior.
3.2. In Methanol Solution. With the absorption of one

photon, rhodopsin undergoes the isomerization of the 11-cis-
retinal to all-trans form in a very fast process that takes less than
200 fs.16,17 In methanol the isomerization process is 2 orders of
magnitude slower, taking 10 ps for the transformation to the

all-trans isomer.16 In this case a transient fluorescent state is
formed with a 3 ps fluorescence lifetime, whereas inside the
protein this state fluoresces only for 50�60 fs.17,49 In a recent
experimental study, Zgrabli�c et al.28 disentangle the different
spectro-temporal components that make up the fluorescence
spectra. In methanol, three spectral components are isolated
that Zgrabli�c et al. interpret as associated to: (1) the vibration-
ally relaxed S1 fluorescence, (2) a vibrationally hot S1 fluores-
cence, and (3) a higher-lying emission which was assigned to S2
fluorescence. Trying to relate these experimental data with the
characteristics of the free energy surface of the first two excited
states and with the solvent response is the goal of this section.
All the states havebeenoptimized inmethanolwith theASEP/MD

method. The results were obtained as the average of the last five
cycles, where the system properties are converged. Figure 3 displays
the evolutionof the dipolemoment during theASEP/MDprocedure.
Fluctuations are due to the limited size of the dynamics, as have been
analyzed in previous works.50

Figure 4 displays the relative stability of the different states of
M1 in presence of methanol at CASSCF and CASPT2 level,
respectively. All the minima have been obtained in equilibrium
solvent conditions and confirmed as such with frequency cal-
culations, while in the Franck�Condon points we have as-
sumed frozen solvent conditions during the transition. Because
of its importance in the solvation process, it is interesting to
compare the electronic densities of covalent and ionic states,
see Figure 5. As a general trend, covalent and ionic excited states
are destabilized with respect to the ground state, although not in
the same extent. In the ionic state the molecular charge is
delocalized along the whole molecule, consequently it is worse
solvated than covalent states where the charge is localized in the
iminium end. The ionic state destabilization is especially
important at the Franck�Condon point at CASPT2 level.
We tried to validate this result with MS-CASPT2 calculations,
but the resulting off-diagonal terms of the Hamiltonian matrix
were too large for the results to be trusted;51 we enlarged the
active space up to 16 orbitals, and this problem was not solved.
More details can be found in the Supporting Information.
In this situation, where the CASSCF functions are not degenerate
and the MS-CASPT2 calculation yields unphysical results, the
usual advice is to rely on the single-state CASPT2 energies, and
therefore, with appropriate prudence, we take the CASPT2
results at the Franck�Condon point as good. It is worth noting
that, as displayed in Figure 4, in methanol, ionic and covalent
excited states cross in the neighborhood of the FC point,
consequently part of the S1 surface has an ionic character and
part covalent. In order to check the crossing between the two

Figure 3. Evolution of the dipole moment in debye during the ground-
state optimization vs the number of ASEP/MD cycles employed.
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excited states, 50 configurations were extracted from the
molecular dynamics (MD) with the solvent in equilibrium with
the ground state, next the electronic transitions were calculated.
It was found that the covalent state is below the ionic state in
approximately one-half of the configurations. It is observed, too,
that the electronic transition to the ionic state remains quasi-
invariable, with a fluctuation of 0.02 eV, measured as the standard
deviation, whereas the covalent state undergoes larger fluctua-
tions of 0.11 eV.
Regarding the ionic state, a point to remark is that in methanol

solution, and independently of the geometry taken as a starting
structure (Ion-1, Ion-2, or Ion-3), it was possible to locate only
one ionic minimum on S1 with a relatively flat surface, as in gas
phase. This minimum is 0.85 eV under the FC point. The
experimental fluorescence energy due to the emission from the
ionic excited state is 1.72 eV,28 whereas our calculated value is
2.17 eV. This last value is almost the same as found in gas phase.
The oscillator strength is close to 1. The overestimation of the
calculated transition energy is due to: (1) the lower number of
conjugated double bonds of M1 (five) with respect to retinal
(six) and (2) the nature of the groups bonded to the nitrogen

atom in the iminium group. In M1 the N atom is bonded to two
hydrogen atoms, while the experiments have been performed
with molecules where the N is bonded to �CH3 or more bulky
groups. Consequently, M1 provides larger solvation energy
values.15

We also found a covalent minimum on S1 placed 0.60 eV
under the FC point and only 0.2 eV over the ionic minimum. The
calculated fluorescence emission from this state is 2.57 eV, and
the estimated experimental value is 2.17 eV. The deviation from
the experimental value, 0.40 eV, is similar to that obtained for the
emission from the ionic state and is due to the same reasons. The
oscillator strength of the covalent minimum is only 0.08 because
at this geometry, S1 and S0 have the same character. From a
photochemical point of view, the most remarkable characteristic
of the ionic excited-state surface is the presence of the S0/S1
conical intersection.5 The EQ-MECI point is placed 0.75 eV
under the ionic-stateminimum. This value is similar to that found
in gas phase. Again, the presence of the EQ-MECI was validated
by theMS-CASPT2method. As themolecule twists, the covalent
excited state goes away from the ionic excited state, and at the
EQ-MECI, geometry is 2.64 eV above the ionic state. The S0/S1
EQ-MECI therefore does not involve the covalent excited state.
Table 2 displays the contributions to the relative free energy

differences. The most important contribution is ΔEQM, i.e., the
change in the internal energy as a consequence of the solute
distortion, that is, changes in the solute geometry and electronic
distribution during the photoisomerization. The solvent contribution

Figure 4. Relative free energies (in eV) with respect to the in equilibrium ground state at CASSCF level (a) and at CASPT2//CASSCF level (b) in
methanol for the GS, Ion, Cov-1 and Cov-8scis minima, and the EQ-MECI. Covalent states are in solid lines, and ionic states are in dashed lines. In bold
and italic, the optimized state energies.

Figure 5. Charges (in e, fitted to the CASSCF electrostatic potential) in
methanol for the ionic excited state (white columns) and ground state
(hatched columns). Charges for the covalent excited state are similar to
the ground state.

Table 2. Free Energy Differences and Their Components
(in eV) between Pairs of Critical Points at CASSCF Level
(in parentheses at CASPT2//CASSCF) in Methanol Solution

ΔEQM ΔEint ΔGsolv ΔGint ΔG

GS (S0) f EQ-MECI 2.48 1.75 �1.21 0.54 3.01 (2.12)

GS (S1) f EQ-MECI �1.83 0.85 �1.21 �0.37 �2.21 (�1.60)

GS (S0) f Ion 3.08 1.21 �0.55 0.67 3.75 (2.88)

GS (S1) f Ion �1.24 0.31 �0.55 �0.23 �1.47 (�0.87)

GS (S0) f Cov-1 3.56 �0.11 0.11 0.00 3.56 (3.08)

GS (S2) f Cov-1 �0.91 �0.23 0.11 �0.12 �1.03 (�0.60)
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ΔGint is important but only when we compare two states with
different charge distributions, the two excited states for instance, but
not when the two states have similar charge distribution, ground and
covalent excited states. Comparison of ΔEQM with the values
displayed in Figure 2 provides the intramolecular contribution to
the solvent shift, i.e., the solvent shift due to the change in the solute
geometry during the solvation. This contribution is very small in the
ionic minimum, 0.11 eV (= 3.19�3.08) and somewhat larger in the
covalent minimum, 0.30 eV, and EQ-MECI, 0.35 eV.
Geometrical parameters of the ground- and excited-state

minima are gathered in Table 3. In general, the solvent has only
a very small effect on the geometry of the different minima. So,
for instance, the ground-state geometry is very similar in gas
phase, and in methanol, in fact the BLA is the same. The ionic
minimum on S1 is very similar to the Ion-3 gas phase structure
with a BLA of�0.28 Å. Similarly to gas phase results, single and
double bonds are reverted relative to the ground-state geometry.
The S1 covalent excited-state minimum displays a geometry very
similar to the gas phase minimum with only a slight increase of
the alternation between single and double bonds providing a
BLA value of�0.19 Å. As in gas phase, the minima display planar
structures. The solvent effects on the S0/S1 EQ-MECI geometry
are somewhat larger. As in gas phase, the EQ-MECI structure is
characterized by a twisted structure, where the central dihedral
angle takes a value of 86�. If we compare the in solution bond
lengths with the in vacuum values, one can observe some
differences, especially in the iminium end. The rest of the carbon
skeleton is hardly affected by the solvent. The BLA in the EQ-
MECI geometry is practically zero.
The existence of a stable minimum on S1 from which the

radiative decay is possible points to the existence of a free energy
barrier between this minimum and the EQ-MECI. The barrier
height was estimated again through a lineal interpolation in
internal coordinates between the geometry of the ionic S1
minimum and the EQ-MECI geometry. Free energy differences
were computed every 5� of torsion of the central dihedral. A very
small barrier of 0.7 kcal/mol was found with a backbone torsion
of 10�. Because of the low height of the barrier, it must be
expected that most molecules de-excite through the CI, however,
this decay path seems to be less effective in methanol than in gas
phase, according to experimental results.16 In fact, as previously
mentioned, theoretical calculations21 in gas-phase indicate that
the de-excitation through the CI is very fast, around 0.1 ps. On
the contrary, in methanol it takes about 10 ps.16 Given that the
barrier height and the relative stability of the ionic minimum
and the EQ-MECI are completely similar in gas phase and
in methanol solution, the differences in the nonradiative

de-excitation times are probably associated to the solvent
dynamics. As we have already indicated, during the cis�trans
photoisomerization of retinal, there are parts of the solute
molecule that can suffer large displacements, consequently,
it can be expected that the solvent reorganization would
become an important step in the nonradiative decay path.
In order to clarify the role played by the solvent dynamics, we
studied the evolution of the system supposing frozen solvent
conditions, i.e., when the solvent is not permitted to relax
after the absorption process. Under these conditions our
search with the Bearpark algorithm did not locate a low-lying
S1/S0 CI for the studied process. If the solvent is considered as
fixed and in equilibrium with the charge distribution of the S0
state, the rotation around the C5C6 bond during the photo-
isomerization process, assuming the same simple mechanism
found with equilibrated solvent, implies the overlap between
the solvent molecules and part of the solute. Because of this
steric hindrance, a certain degree of solvent reorganization
during the IC process is compulsory or the isomerization
mechanism must change. This solvent reorganization is
necessary also to stabilize the EQ-MECI. Figure 6 displays
the occupancy maps of methanol oxygen atoms around the
FC and EQ-MECI structures. At the FC point, the solvent is
mainly concentrated around the iminium end that is where
most of the charge is localized. In the EQ-MECI, a similar
concentration of solvent molecules around the iminium is
found, but there is also a high concentration around the
carbon skeleton because in this case part of the charge is
spread out over the whole molecule. These solvent molecules
help to stabilize the charge and hence the EQ-MECI.
The question arises as to whether this difficulty in locating the

CI in frozen solvent conditions is due to electrostatic or steric
effects. In order to check this, we replaced the solvent represen-
tation in ASEP/MD (a set of point charges plus Lennard-Jones

Table 3. Bond Lengths (in Å) for the Minima of the Ground
and Excited States and the EQ-MECI in Methanol Solution

GS Ion Cov-1 EQ-MECI

C1C2 1.34 1.38 1.43 1.36

C2C3 1.47 1.40 1.38 1.40

C3C4 1.36 1.43 1.44 1.41

C4C5 1.45 1.36 1.39 1.36

C5C6 1.36 1.49 1.44 1.46

C6C7 1.46 1.35 1.38 1.41

C7C8 1.36 1.47 1.44 1.39

C8C9 1.43 1.38 1.41 1.44

C9N 1.28 1.33 1.30 1.30

Figure 6. Occupancy maps of methanol oxygen atoms (considered as
van der Waals spheres, as calculated by VMD)52 around M1 for (a) the
optimized ground-state structure and (b) the optimized EQ-MECI
structure. Isosurfaces at a value of 0.77.
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parameters) by a multipole monocentric expansion, centered on
the solute molecule, of the electrostatic potential, up to the
hexadecapolar field. In any case, the external perturbation
represents the average solvent obtained from the MD simula-
tions of the ground state. This alternate solvent representation
includes only the electrostatic contribution and discards steric
effects. As a validation, the vertical absorption energy obtained
with the multipole expansion was comparable to the ASEP/MD
result. With this static (frozen) multipole solvent representation,
we tried to locate a FS-MECI for the solute, and we could obtain
it with a structure very similar to that found in the equilibrium
solvent condition: a central bond length of 1.47 Å, dihedral of
90�, and BLA of 0.09 Å.Within this external perturbation, the FS-
MECI is only 0.3 eV more stable than the FC point, while with
ASEP/MD it is 1.58 eV lower at CASSCF level. These results
point to the steric hindrance as the main reason of the loss of the
CI in frozen solvent conditions and also evidence the importance
that solvent relaxation has on the EQ-MECI stabilization (around
1.3 eV). Burghardt et al.,6 in a theoretical study of a simplified
model with only one double bond and using a continuummethod
to represent the solvent, obtained a different result; they concluded
that the loss of the CI in frozen solvent conditions was due to the
destabilization of the ionic state by the reaction field generated by
the solvent.
Turning to the fluorescence spectra, our data indicate that the

low-frequency parts of the emission band could originate from
different regions of the first excited surface, S1, of different
electronic character, ionic and covalent, and we have thus a case
of dual fluorescence. The high-frequency part is due to emission
from the covalent minimum on S1, while the low-frequency part
is due to emission from the ionic minimum also on S1. The
relative energies of the two fluorescence maxima agree with the
data reported by Zgrabli�c et al.28 Given that the S1/S2 conical
intersection is near the FC point, this double fluorescence
appears mainly when the excitation energy is close or larger than
the vertical excitation energy, a fact confirmed by the experiment.
If the excitation energy corresponds to the 00 band (the point in
which absorption and emission spectra intersect), only the ionic
minimum seems to be populated.
Regarding the three decay components exhibited by the

vibrationally cold S1 fluorescence, Zgrabli�c et al.
28 conclude that

they are due to the heterogeneity of the S1 state in the sense that
emission stems from several shallow potential surface minima.
Our results have not permitted us to corroborate this conclusion.
In gas phase, several ionic minima were found on S1, however in
methanol solution, we found only one minimum. This minimum
is very shallow; in fact, the free energy surface is very flat in the
neighborhood of this minimum. So for instance, when the
minima located in gas phase, Ion-1 and Ion-2, are solvated, their
free energies differ only in 1.3 and 0.4 kcal/mol, respectively,
from the ionic minimum found in methanol. The different
relaxation times could correspond to molecules that follow
slightly different paths on this flat free energy surface. However,
given the different approximations employed in our calculations,
we cannot exclude the existence of multiple minima on the S1
surface. Multiexponential decay even with a single minimum has
been proposed byOlivucci and co-workers when theminimum is
separated from the CI by a shallow barrier, as is the case.53 In this
proposal the different decay times are due to different amounts of
kinetic energy in the reactive torsion mode. Finally, an alternative
mechanism, suggested by Hasson et al.,54 could also explain the
multiexponential decay. This can arise if the solvent fluctuations

modulate the barrier height leading to the reactive region on S1.
In order to check the validity of this last approximation, the
energy of the ionic minimum and of the barrier for some
particular solvent configurations evenly distributed along the
simulation was calculated. In both cases, the fluctuation mea-
sured as the standard deviation is 0.7 kcal/mol. The height of the
barrier to be surmounted to access the CI region depends on the
solvent configuration considered. The solvent not only modu-
lates the barrier height but also changes the relative stability of
covalent and ionic states at different points of the free energy
surface. In Figure 4, for instance, at the geometry of the ionic
minimum, the covalent state is 15.7 kcal/mol above the ionic
state. This value has been obtained supposing the solvent in
equilibrium with the charge distribution of the ionic state. If we
recalculate the energies of the two excited states at the same
geometry but with the solvent now in equilibriumwith the charge
distribution of the covalent state, then the stability order is
reversed, i.e., the covalent state becomes more stable than the
ionic state. The same occurs at the geometry of the covalent
minimum, where the ionic state can becomemore stable than the
covalent when one permits the solvent to equilibrate with the
ionic state. In short, as said before, fluctuations in the solvent
yield to the crossing of covalent and ionic states at bothminimum
geometries and at the FC point. The presence of a S1/S2 conical
intersection modulated by solvent fluctuations could permit that
part of the population be transferred from the ionic to the
covalent excited state and back again and that could explain
the various emission times found from the ionic excited state.
Given the different approximations of our calculations, includ-

ing the use of CASSCF geometries and the neglect of vibrational
contributions of the solute and the importance that solvent
dynamics apparently has, there is a need for much more
investigation before one can elucidate which of the proposals—
several minima, different amounts of kinetic energy in the re-
active torsion mode, or a distribution of barrier heights modu-
lated by the solvent—is the correct one.

4. CONCLUSIONS

We have applied the ASEP/MD method to the study of
solvent effects on the radiative and nonradiative decay of a model
of retinal. In particular, we have focused our study on the first
step in the cis�trans photoisomerization in methanol solution.
Several ionic minima that differ in less than 1 kcal/mol have been
located on S1 in gas phase, whereas in methanol only one ionic
minimumhas been found.On the covalent excited surface several
planar minima have also been found both in gas phase and
in methanol. From a photochemical point of view, the most
remarkable characteristic of the ionic excited state surface is the
presence of the S0/S1 conical intersection. The optimized CI
structures are similar in vacuum and in solution, with an
important torsion of ∼90� in the central double bond. In both
phases, the evolution toward the conical intersection is practi-
cally a barrierless process. In gas phase, the de-excitation main-
ly proceeds nonradiatively through the conical intersection.
In methanol solution, before the S0/S1 conical intersection can
be reached, it needs a strong solvent reorganization, and the
nonradiative route is slower; this permits the radiative decay.

We explain the structure of the emission band as a case of
double fluorescence, where emission originates from two minima,
ionic and covalent, on S1. After excitation, part of the population
goes to the ionic excited-state minimum, from here somemolecules
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can decay radiatively giving origin to the low-frequency com-
ponent of the fluorescence band, and others decay nonradia-
tively through the S0/S1 CI. We assign the high-frequency
component of the fluorescence band to emission from the
covalent minimum on S1. In gas phase only two states (ground
and excited ionic) are involved in the photoisomerization. On
the contrary, in methanol solution three states (ground, excited
ionic, and excited covalent) are needed to describe the decay.
Covalent and ionic states are degenerate in the neighborhood of
the FC point, furthermore energy fluctuations modulated by
the solvent cause the degeneration of these states at other
geometries. This fact could permit the population transfer
between the ionic and covalent states.
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ABSTRACT: Fluorescence and chemiluminescence phenomena are often confused in experimental and theoretical studies on the
luminescent properties of chemical systems. To establish the patterns that distinguish both processes, the fluorescent and
chemiluminescent states of 2-acetamido-3-methylpyrazine, which is a small model of the coelenterazine/coelenteramide and
Cypridina luciferin/oxyluciferin bioluminescent systems, were characterized by using the complete active space second-order
perturbation (CASPT2)method. Differences in geometries and electronic structures among the states responsible for light emission
were found. On the basis of the findings, some recommendations for experimental studies on chemiluminescence are suggested, and
more appropriate theoretical approaches are proposed.

’ INTRODUCTION

According to the International Union of Pure and Applied
Chemistry (IUPAC) Gold Book,1 chemiluminescence is the
“emission of radiation resulting from a chemical reaction,” while
fluorescence is the “luminescence which occurs essentially only
during the irradiation of a substance by electromagnetic radia-
tion.” Both phenomena can be described mechanistically by
means of the scheme displayed in Figure 1. In the fluorescence
process, the Franck�Condon structure is relaxed upon light
absorption toward a minimum energy point in the excited state.
From this fluorescent state (FS), themolecule emits radiation. The
general picture for the chemiluminescence reaction mechanism,
as established nowadays, is the following: (1) The reactants reach
the transition state (TS) via a thermal movement, for example, in
peroxo compounds, increasing mainly the OO bond distance.
(2) A region of near-degeneracy or a conical intersection (CI)
seam between the ground and excited state follows, promoting
the system to the electronically excited hypersurface—the for-
mation of a stable intermediate in this step is possible—and (3)
the molecule decays from the chemiluminescence state (CS) to the
ground state by means of light emission.2�5 Both fluorescent and
chemiluminescent processes imply the emission of light from an
excited state of the system. However, as we prove in this
contribution, they correspond to different phenomena, and the
excited state responsible for the emission of radiation are not
necessarily the same.

Chemiluminescence and bioluminescence phenomena—the
latter corresponding to the luminescence taking place in a living
organism—have attracted much experimental and theoretical
attention not only as a subject of academic interest in the field of

biochemistry but also in the development of luminescence-based
analytical techniques and the design of energy saving materials,
where the chemical properties of chemiluminescent or biolumi-
nescent systems are taken into account.6�8 Since the first
appearance in 1968 of a monograph focused exclusively on the
topic,9 many experimental results have been published, showing

Figure 1. General scheme of the chemiluminescence (left) and fluor-
escence (right) processes. The chemiluminescence (CS) and fluores-
cence (FS) states are illustrated. The transition state (TS) and conical
intersection (CI) points related to the former phenomenon are
also shown.
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a large list of chemiluminescent autoxidation and biolumines-
cent, enzyme-catalyzed, reactions (see for instance refs 10 and
11). A common pattern of some of these chemiluminescent
reactions and almost all of the luminescent processes taking place
in living organisms is the formation and decomposition of a
molecule containing a peroxo intermediate, either 1,2-dioxetane
or 1,2-dioxetanone (hereafter dioxetanone), resulting in the
formation of a species in the excited stated which emits light.
Much effort has been focused on understanding the mechanism
in small molecules containing these structures. Lindh and co-
workers have been carrying out over the past five years a series of
complete active space second-order perturbation (CASPT2)
studies on the decomposition of 1,2-dioxetane and dioxetanone.2,3

A two-step mechanism was found in both cases. First, a biradical
intermediate is formed through a TS, which is characterized
by an OO stretching (dioxetanone) or a combination of OO
stretching and OCCO torsion (1,2-dioxetane). The subsequent
cleavage of the CC bond can bring the system to the excited state
responsible for light emission. Meanwhile, differences at the
molecular level were found in the study of a thiazole-substituted
dioxetanone containing a π electron-donating group. This small
model of the firefly luciferin molecule was employed to analyze
the chemiluminescence reaction by means of the CASPT2
method.4 According to these results, and in agreement with
other density functional theory (DFT) studies12 with molecules
containing the dioxetanone moiety coupled to an electron-
donating group, a concerted charge transfer induced lumines-
cence (CTIL) mechanism takes place. The electron-donating
group, with a low ionization potential, partially delocalizes the
π-electron toward the dioxetanone moiety, via the π system,
decreasing the energy barrier of the reaction and enhancing the
efficiency of the luminescence.

Reliable predictions of the whole chemiluminescent/biolumi-
nescent mechanism require finding the point on the potential
energy surface (PES) where the excited state can be populated
efficiently and following the reactivity in this electronically
excited PES. Modern computational chemistry offers several
methods for describing electronically excited states of small to
medium-size systems. However, the accurate prediction of
excited electronic states in large-size systems is still a challenge,
although many improvements are currently explored in the
CASPT2 method to enable applications to large systems.13

Therefore, different approximations have been employed in the
theoretical studies on chemiluminescence and bioluminescence.
A commonly used strategy, which avoids following the photo-
reactivity in the excited state, is to characterize the path toward
the TS of the luminescent reaction before the nonadiabatic
crossing (see Figure 1) by means of the DFT method and, next,
make use of the Time-Dependent DFT (TD-DFT) and config-
uration interaction singles (CIS) methodologies to model the
properties of the excited state around the region of the equilib-
rium structure for the product of the thermal decomposition
reaction. Several imidazo[1,2-a]pyrazin-3(7H)-one (imidazo-
pyrazinone) derivatives and dioxetanone-containing molecules
with a substituent of low oxidation potential have been studied by
using this approach.12,14 In other cases, charge-transfer excita-
tions over the π-conjugated system of the reaction product are
used to extract conclusions about the concerted CTIL mechan-
ism, although the CTIL is the excitation to the antibonding-σ
orbital of the OO bond in the dioxetanone moiety, which
facilitates the decomposition of the molecule by lowering the
activation energy required for bond breaking.15

On the other hand, several experiments were designed in the
past to study the chemiluminescence properties of different
molecular systems by irradiating the spent solution after chemi-
luminescence and measuring the spectrum of the radiation
emitted, or directly by studying the fluorescent properties of
the final products, such as distinct phenolate anions of coelenter-
amide analogues.16�18 Other experimental determinations of the
light-emitting species are based on matching the chemilumines-
cence spectrum with the fluorescence. Examples can be found in
the studies on the coelenterazine/coelenteramide19,20 system,
or the luciferin/oxyluciferin molecules from the Cypridina
(Vargula)21 and firefly22 organisms. Indeed, the bioluminescence
and fluorescence spectra show noticeable differences, as was
proved by Belogurova et al. through the deconvolution of the
bioluminescence spectra of photoproteins from marine coelen-
terates and the photoluminescence spectra of the bioluminescent
reaction products.23 These differences are commonly assigned to
different forms of the product [nonionized, amide, ion-pair
proton transfer, phenolate, pyrazine-N(4) anion forms].

Care must be taken with both mentioned experimental and
theoretical procedures, since the region reached on the excited-
state surface need not correspond in general to the structure
responsible for light emission in the chemiluminescence or
bioluminescence processes. To establish the molecular basis
of the differences between both luminescent phenomena, we
employed 2-acetamido-3-methylpyrazine. This molecule is simi-
lar to the product of decomposition of other imidazopyrazinone
compounds reported in the literature14 and corresponds to a
small model of coelenteramide and Cypridina oxyluciferin, which
are the light-emitting species present in some marine biolumi-
nescent organisms, such as the hydromedusa Aequorea24 and the
hydroid Obelia,25 in the first case, and the ostracod Vargula
hilgendorfii,26 in the latter (see Figure 2). The bioluminescent
process in these organisms involves the protein systems aequor-
in, obelin, and Cypridina luciferase, respectively, which are
formed by the apoprotein, coelenterazine (in the two former)
or Cypridina luciferin (in the latter), and molecular oxygen.
These complexes emit blue light through an intramolecular
reaction, decomposing into apoprotein, coelenteramide (in
aequorin and obelin) or Cypridina oxyluciferin (in Cypridina
luciferase), and CO2.

24 The present study will contribute to the
understanding of the bioluminescent properties of the coelenter-
azine/coelenteramide and Cypridina luciferin/oxyluciferin sys-
tems. Since there is a controversy over the protonation state of
the light-emitting species,27 both anion and neutral forms were
considered. The characterization of the CS and FS states was
carried out by means of the CASPT2 method, finding relevant
differences at the molecular level.

’METHODS AND COMPUTATIONAL DETAILS

The double-ζ ANO-S28 basis set with a contraction scheme
[3s2p1d] for carbon, oxygen, and nitrogen atoms and [2s1p] for
hydrogen (i.e., the ANO-S-VDZP basis set) was used through-
out. Geometry optimizations, minimum energy reaction paths
(MEPs), and the determination of surface crossings were carried
out at the complete active space self-consistent field (CASSCF)
level of theory with no symmetry restriction (C1 symmetry), and
the energies of the single points were corrected including the
second-order perturbation treatment (CASPT2).13,29 In some
cases, geometry optimizations were performed at the CASPT2
level, by using numerical gradients, to analyze the effect of the
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dynamical correlation in the geometries and the reliability of the
equilibrium structures that were obtained with the noncorrelated
CASSCF method. MEPs were built as steepest descendent paths
in which each step requires the minimization of the PES on a
hyperspherical cross-section of the PES centered on the initial
geometry and characterized by a predefined radius.30 Mass-
weighted coordinates were used; therefore the MEP coordinate
corresponds to the so-called intrinsic reaction coordinate (IRC),
measured in atomic units, that is, bohr 3 amu1/2. The CI was
computed by using the restricted Lagrange multipliers technique

as included in the MOLCAS-7.6 package,31 in which the lowest-
energy point was obtained under the restriction of degeneracy
between the two considered states.30 In all of the CASPT2
calculations, the core orbitals of non-hydrogen atoms were not
correlated, an imaginary level-shift of 0.2 au was turned on a
priori to minimize weakly interacting intruder states, and the
nonstandard IPEAmodification of the zeroth-order Hamiltonian
with a value of 0.00 au was employed. The ANO-S-VDZP basis
set and nonstandard IPEA are commonly used in studies on
photoreactivity (see, for instance, Gonz�alez-Ramírez et al.32 and

Figure 2. Bioluminescence reactions in the coelenterazine/coelenteramide (a) and Cypridina luciferin/oxyluciferin (b) systems. Two steps are
represented: (1) The peroxo intermediate is produced from the reaction between coelenterazine (a) or Cypridina luciferin (b) and molecular oxygen in
the aquorin/obelin (a) or Cypridina luciferase (b) proteins; (2) the peroxo intermediate decomposes, creating coelenteramide (a) or Cypridina
oxyluciferin (b) in the excited state. (c) Distinct imidazo[1,2-a]pyrazin-3(7H)-one (imidazopyrazinone) derivatives employed in the experimental and
theoretical studies on the bioluminescence and chemiluminescence of coelenterazine/colenteramide and Cypridina luciferin/oxyluciferin (left) and the
product of the chemical reaction (right). (d) Chemical structure of the anionic (left) and neutral (right) small models studied in the present contribution
with the labels used in the text.
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references therein). Further test calculations were carried out
with the ANO-RCC type of basis set or the standard IPEA
(0.25 au), as used in previous studies on chemiluminescence,3,4

and they do not change the conclusions.
Two sets of active spaces were used in the CASSCF models

(see Figures S1 and S2, Supporting Information). In order to
characterize the chemiluminescent and fluorescent properties of
themolecules, an optimal candidate for the calculations is an active
space of 10 electrons distributed in nine orbitals [denoted as
CAS(10-in-9)]. All of the π orbitals of the six-member-ring, N10

atom, and carbonile group are considered in this case. It has been
shown elsewhere that a lone pair of the oxygen atom may be
relevant to the chemiluminescent reactivity.3,4 Therefore, an active
space including this orbital [CAS(12-in-10)] was also employed
for the calculations related to the chemiluminescent state.

All of the computations were carried out by using the
MOLCAS 7.6 quantum-chemical software.31

’RESULTS AND DISCUSSION

Fluorescence State (FS). The CASPT2 vertical spectra of the
anionic and neutral molecules computed at the minimum
structure of the ground state [hereafter (S0)min] are compiled
in Tables 1 and 2, respectively, and the shapes of the natural
orbitals (NOs) involved in the most relevant excitations are
depicted in Figure 3. The lowest-lying excited states (S1 and S2)
are related in both molecules to the same transitions between
NOs delocalized over the π-aromatic system. While S1 can be
characterized by an excitation from the highest occupied to the
lowest unoccupied molecular orbitals (HOMO and LUMO,
respectively) from the previous self-consistent field (SCF)
calculation, the HOMO and LUMO+3 orbitals are involved in
S2 (see Figure 3 and Tables 1 and 2). S2 has the highest oscillator
strength (f ), and therefore will be the most populated state upon
irradiation. Lower energies are required to excite the anionic
system. In particular, the brightest state of the anion requires
4.03 eV, and the lowest-energy state appears at 3.25 eV, while the
corresponding transitions in the neutral system are located
more than 1 eV higher in energy at 5.14 and 4.27 eV, respec-
tively. Direct comparisons with the experimental absorption

spectra of coelenteramide are difficult since the transitions will
be mainly affected by the phenolate substituent of the pyrazine
ring (see Figure 2). Nevertheless, two peaks are also found in
different coelenteramide analogues studied by Shimomura and
Teranishi.18 As explained above and proved in several
studies,4,12 efficient chemiluminescent systems are governed
by a charge-transfer excitation from an electron-donating part
of the molecule to the dioxetanone moiety (concerted CTIL
mechanism). In the systems studied here at the Franck�
Condon geometry, none of the lowest excited states are
characterized by a CTIL excitation, even in the anion species
in which the N10 atom is charged negatively, and therefore the
system presents a lower oxidation potential.12 To find a state with
charge-transfer character to the carbonile group, more than 10
roots are needed in the State Averaged CASSCF (SA-CASSCF)
wave function. These transitions correspond to excitations
from the SCF HOMO to the π* orbital located mainly in the
CO group (see Figure 3) and require energies larger than 7 eV
(see Tables 1 and 2). According to these results, the states with
CTIL character, which are involved in the chemiluminescence
phenomenon, are not accessible at the optimized geometry of the
ground state of 2-acetamido-3-methylpyrazine anion and neutral
molecules.
The minima of the S1 and S2 states for the anion and neutral

molecules were subsequently determined by means of the
CASSCF/CASPT2method to analyze the fluorescent properties
of these systems. A minimum point in the PESs of the S2 state is
found relatively close in energy to the S1 surface (0.29 eV higher),
with a vertical emission to the ground state (VE) of 2.39 eV
and a f of 0.001, while the S1 geometry optimization results in a
structure with a VE of 2.13 eV and a larger f (0.043), see Table 3.
In the neutral molecule, the equilibrium structures have higher
VEs, similarly to the results found in the absorption computa-
tions. In particular, S2 and S1 present a VE of 2.75 and 4.07 eV,
respectively, with a higher probability of fluorescence from
the latter (the f values are 0.001 and 0.046, respectively). The
theoretical description of the fluorescence process in the anionic

Table 1. Vertical Absorption Energies (in eV) and Oscillator
Strengths (f) for the Anionic System of 2-Acetamido-3-
methylpyrazine

transition ΔE f

πHOMO f πLUMO* 3.25 0.113

πHOMO f πLUMO+3* 4.03 0.436

π f π* 5.03 0.068

πHOMO f πCO* (CTIL) 7.19 0.056

Table 2. Vertical Absorption Energies (in eV) and Oscillator
Strengths (f) for the Neutral System of 2-Acetamido-3-
methylpyrazine

transition ΔE f

πHOMO f πLUMO* 4.27 0.066

πHOMO f πLUMO+3* 5.14 0.222

π f π* 6.04 0.061

πHOMO f πCO* (CTIL) 7.24 0.152
Figure 3. Selected natural orbitals (NOs) to analyze the absorption and
emission properties of the anionic and neutral systems of 2-acetamido-3-
methylpyrazine (see text). The complete sets of NOs present in the
active space of the CASSCF/CASPT2 calculations can be found in
Figures S1 and S2 (Supporting Information).
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molecule was later improved by using the photochemical reac-
tion path approach33 to characterize with accuracy the emissive
state of the molecule. The anion form of 2-acetamido-3-methyl-
pyrazine is expected to be more relevant in the chemilumines-
cence, as the system has a better electron-donating component,
and therefore a more exhaustive analysis is necessary. A MEP
from the brightest state, S2, was performed (S2-MEP); Figure 4
displays the CASPT2 energies for the low-lying S0, S1, and S2
states along the S2-MEP. The CASSCF S2-MEP (see Figure S3,
Supporting Information) ends up in the region of the previously
optimizedminimum on the S2 surface, and twominima are found
when the dynamical correlation is included through the CASPT2
[hereafter, (S2)min1 and (S2)min2], as can be seen in Figure 4. The
structure (S2)min1, which is found close to the ground-state
minimum geometry, has a VE of 3.59 eV and a high probability
of fluorescence (f = 0.261). This minimum is however very
shallow, and from the Franck�Condon structure the system can
surmount the energy barrier of 0.16 eV and reach the second
minimum (S2)min2. The stability of this structure, (S2)min2, is also
relatively small, since the S1 surface is only 0.29 eV lower and a CI
between both states is found energetically close to (S2)min2, in
particular, only 0.16 eV above this minimum. From this CI,
a MEP was computed on the PES of the S1 state (S1-MEP)
to study the evolution of the system after reaching the crossing
point between both S1 and S2 surfaces (see Figure 5 and

Figure S4, Supporting Information). The S1minimumpreviously
optimized at the CASSCF level [hereafter, (S1)min] is reached at
the end of the S1-MEP. As can be seen in Figure 4, S1 and S2 states
are close in energy (<0.3 eV) over a large region of the MEP,
which implies a high probability of hopping between the S1 and
S2 surfaces. In order to investigate alternative photochemical
paths that may occur and therefore to further characterize the
fluorescent properties of the 2-acetamido-3-methylpyrazine an-
ion, several geometry optimizations and a MEP were computed
on the S1 surface from different points of the S2-MEP. According
to the computations of the f magnitude, the optical interaction
between the S2 and S1 states decreases toward the CI. Thus, the
MEP was performed from the equilibrium geometry (S2)min1
(see Figures S5 and S6, Supporting Information). All of these
computations arrive at the same point, (S1)min, suggesting
that other structures are not relevant in the fluorescence of
the molecule. In addition, since S1 can also be populated after
irradiation (see the value for f in Table 1), the evolution of this
state from the Franck�Condon point was also characterized
by means of a MEP (see Figures S7 and S8, Supporting
Information). Again, the structure of (S1)min is reached at the
end of the computation.
Figure 6 displays the energy profile of the photochemical paths

analyzed. All three minima found will contribute in some extent
to the fluorescence of the system. (S2)min1, even with a large f, is a
shallow minimum, and a large amount of the molecules UV-
irradiated will possess enough energy to access the second
minimum and the CI and continue deactivating the excess energy
toward the (S1)min. Alternative paths derived from the hopping
from the S2 to S1 surfaces along the region of close energy drive
the system to the same emissive state, (S1)min. From this
structure, there are no accessible crossings with the ground state,
and the system will fluoresce. The experimental emission spec-
trum of the amide anion form of coelenteramide shows only one
fluorescence peak at 2.70�2.85 eV.18 Probably, it is related to
the (S1)min structure obtained in the present study, although, as
explained above, comparisons of the transition energies between
coelenteramide and 2-acetamido-3-methylpyrazine are not
straightforward.
The analysis of the electronic configuration and the geome-

trical parameters that are relevant to fluorescence is crucial for

Table 3. Vertical Emission Energies (in eV) and Oscillator
Strengths (f) for the Anionic System of 2-Acetamido-3-
Methylpyrazine in the Fluorescence (FS) and Chemilumi-
nescence (CS) Statesa

ΔE f

fluorescence (S1)min 2.11 0.040

(S2)min1 3.59 0.261

(S2)min2 2.21 0.001

chemiluminescence CS10in9 2.59 0.006

CS12in10 1.72 0.002

CScaspt2 1.60 0.139
a Fluorescent minima computed at the CASPT2//CASSCF(10-in-9)
level of theory and chemiluminescence states obtained with different
CASSCF/CASPT2 approaches (see text).

Figure 4. Low-lying singlet states of the 2-acetamido-3-methylpyrazine
anion computed at the CASPT2//CASSCF level along the minimum
energy path (MEP) of the S2 state from the ground-state minimum. The
S2-MEP ends in the equilibrium geometry of (S2)min2.

Figure 5. Low-lying singlet states of the 2-acetamido-3-methylpyrazine
anion computed at the CASPT2//CASSCF level along the minimum
energy path (MEP) of the S1 state from the conical intersection between
the S2 and S1 states (CI). The S1-MEP ends in the equilibrium geometry
of (S1)min.
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establishing the fluorescent patterns and distinguishing them
from chemiluminescence. Excitations between NOs localized in
the six-member ring characterize the electronic changes that
govern the photophysics of the systems (see Figure 3). All of the
optimized structures and points along theMEPs have this nature.
Charge-transfer transitions to the carbonile group are very high
in energy, as proved in the computation of the absorption
spectrum. To show the structural properties of the FS, the CO
bond distance and the O30C20N10C40 and C20N10C2N3 dihedral
angles were selected (see Figure 2). The first angle shows out-of-
plane distortions of the carbonile group with respect to the
adjacent N10 and C40 atoms.Meanwhile, the latter is related to the
rotation of the acetamido group with respect to the plane defined
by themethylpyrazine moieties. The values obtained for all of the
relevant points in the fluorescent study of the 2-acetamido-3-
methylpyrazine anionic and neutral systems are compiled in
Table 4. The CO bond length for all minima of the anion
[(S1)min, (S2)min1, and (S2)min2] are in the range 1.20�1.23 Å.
Similar values are obtained in the geometry optimizations of S2
and S1 in the neutral species, in particular, 1.20 Å for both
minima. These CObond distances are close to those obtained for
the ground-state minimum geometry and correspond to a double
bond CO. Regarding the dihedral angles, different values are
obtained for C20N10C2N3. As can be seen in Figure 6 and Table 4,
this angle increases along the S2-MEP and reaches the largest
value at the CI point where the acetamido group becomes
perpendicular to the methylpyrazine moiety. From the CI and
along the S1-MEP, the dihedral angle decreases and ends at a
value of 4� in the (S1)min minimum structure. The behavior of the
O30C20N10C40 dihedral angle is different with respect to
C20N10C2N3. The former is kept practically unchanged during
the fluorescent process, with a value that differs by only 5� from a
planar conformation of the carbonile. In the neutral form, out-of-
plane distortions are not obtained for neither the S2 nor S1

minima. The findings for the CO bond length and O30C20N10C40

dihedral angle show that the fluorescent events are characterized
by a double-bond CO and an sp2 hybridization of the C20 atom,
which is in agreement with the fact that the electronic excitations
involved do not change markedly the π-bonding character of the
carbonile group. The structure of the fluorescence state is
therefore far from the geometry of the peroxo intermediate
which decomposes to the species responsible for the chemilu-
minescence, with a single-bond and sp3 hybridization of the
carbonile moiety (see Figure 2).
Chemiluminescence State (CS). The CS is the point on the

excited-state PESs reached after the decomposition of the
dioxetanone (or peroxo) precursor and is responsible for light
emission (see Figure 2). As explained in the Introduction, it is
common in the theoretical studies on chemiluminescence to start
with the ground-state optimized structure of the reaction product
in order to find the CS. This strategy is dangerous, since the
molecule reaches the excited state at the region of energy
crossing (CI) between the PESs of the ground and excited states
in the vicinity of the TS related to the fragmentation reaction (see
Figure 1), and the molecular structures at these points are closer
to the peroxo intermediate than to the ground-state minimum
of the reaction product, as has been proved in CASSCF/
CASPT2 studies on the decomposition of 1,2-dioxetane and
dioxetanone,2,3 as well as DFT investigations with coelentera-
zine/coelenteramide models.14 From the CI point close to the
TS, the photoreactivity continues in the excited state toward the
CS. Therefore, a more appropriate strategy to find the CS might
be to consider the peroxo molecule, which is the intermediate in
the coelenterazine/coelenteramide and Cypridina luciferin/oxy-
luciferin reactions (see Figure 2), as the starting structure in
the study.
The ground state of the peroxo intermediate for the anionic

and neutral small models of coelenteramide and Cypridina
oxyluciferin was optimized at the CASSCF level of theory. At
these structures, the C20 atom clearly shows sp3 hybridization
(thedihedral anglesO30C20N10C40 are around�125� for both systems)

Table 4. Computed Structural Parameters for the Relevant
Geometries in the Absorption and Emission Phenomena of
2-Acetamido-3-methylpyrazinea

CO O30C20N10C40 C20N10C2N3

literatureb Conf1 1.20 �178 �5

Conf2 1.20 174 173

Conf3 1.21 179 2

Conf4 1.20 176 �170

absorption (S0)min 1.25 �177 36

fluorescence (S1)min 1.20 �173 4

(S2)min1 1.23 178 52

(S2)min2 1.20 �175 92

CI 1.20 �176 95

chemiluminescence CS10in9 1.28 �132 3

CS12in10 1.40 �125 2

CScaspt2 1.33 �127 20
aThe reported values for the emissive states of different conformers
related to 2-acetamidopyrazine are also shown. Bond lengths are in Å
and dihedral angles in degrees. bRelated geometrical parameters for the
lowest excited state optimized structure of four conformers of the
2-methanamidopyrazine molecule computed at the CIS/6-31+G(d)
level of theory. Data taken from ref 14.

Figure 6. Scheme of the main decay paths on the singlet manifold of the
2-acetamido-3-methylpyrazine anion. Structures for the relevant points
in the fluorescence process are shown. The numerical values (in eV)
correspond to the vertical absorption (blue) and emission (green)
energies computed at the CASPT2//CASSCF level. The Qy coordinate
is mainly related to the rotation of the acetamido group with respect to
the methylpyrazine part around the C20N10C2N3 dihedral angle and to
the puckering of the six-member ring, whereas Qx is associated with the
orientation of the CO and methyl groups relative to the rest of the
molecule.
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and the CO bond lengths are 1.53 and 1.47 Å, respectively. After
the removal of the CO2 moiety, resulting in 2-acetamido-3-
methylpyrazine with a structure that will be named “peroxo-like
form”, the lowest vertical transitions were calculated by means of
the CASSCF/CASPT2 method and using only the πMOs in the
active space. In contrast to the vertical electronic transitions at the
ground-state minimum, the πHOMOf πCO* (see Figure 3) excita-
tion is present here in the lowest excited state, with a vertical
absorption energy of 2.36 eV. The electron-density difference
between the lowest excited and ground states is shown in
Figure 7. This electronic transition corresponds to the CTIL
state, which is characterized by the charge transfer from the
π-aromatic system to the CO moiety and is responsible for
enhancing the chemiluminescence efficiency.4,12 None of the
lowest excited states of the neutral form with the peroxo-like
structure has CTIL character. Thus, the presence of the depro-
tonated nitrogen (anion system) seems to be necessary in the
molecule studied to promote the concerted CTILmechanism for
chemiluminescence. The charged nitrogen activates the electron
donation from the π system by lowering the ionization potential
of the HOMO.
In order to explore the properties of the PESs in the

surroundings of the peroxo-like form, in the crossing region
between the surfaces of the ground and excited states, and along
the path toward the decomposition product, the electronic
structure of the lowest lying excited state and the energy
difference between the CTIL (πHOMOfπCO*) and πHOMOf
πLUMO* excited states and between the CTIL and the ground
states were computed for several structures characterized by
different C20O30 bond lengths and O30C20N10C40 dihedral angles,
and at the structures obtained in CI calculations. The values for
these geometrical parameters together with the results obtained
in the analysis are compiled in Table 5. Shorter CO bond lengths
with respect to the standard distance for the peroxo intermediate
(1.54 Å), reaching a value as low as 1.20 Å, do not result in
changes in the electronic nature of the lowest lying excited state;
it maintains a CTIL character. The πHOMOfπLUMO* excited
state becomes progressively closer in energy to the CTIL state,
with a minimum energy difference of 0.51 eV for the geometries
considered here. Changes in the O30C20N10C40 dihedral angle
result in much smaller energy separation and ultimately a change

of order (see Table 5). Hence, it is only when the molecule
approaches the geometry of the decomposition product
[(S0)min]—far from the region of the TS and the CI seam—
that the electronic structure of the S1 state becomes identical to
the FS. This region presents a large energy difference between S1
and the ground state, which indicates that the system is entering
the region of the PESs governed by the fluorescence phenomenon.
CI computations at the CASSCF level of theory and including

the π system result in a shorter CO bond length (a difference of
0.2 Å) and a similar O30C20N10C40 dihedral angle with respect to
the peroxo-like form. Thus, the system still presents sp3 hybri-
dization and single-bond character of the carbonile group at this
point. The electronic nature of the excited state also corresponds
to the CTIL excitation. As can be seen in Table 5, strong
differential correlation effects characterize the region of degen-
eracy: the CASPT2 energy difference between the ground and
lowest excited states is 0.44 eV at the CI obtained with the
CASSCF method. The CASPT2 CI was then computed by
means of using the CASSCF gradients (see ref 34 for more
details about this computational strategy). The molecule in the
region of degeneracy at the CASPT2 level shows a similar
geometry to the CASSCF CI point (differences are mainly
related to rotations of the methyl group attached to the carbonile
moiety) and the same type of excitations between MOs for the
lowest excited state. Both CI crossing points have relative
energies of 3.51 and 3.36 eV with respect to the (S0)min
equilibrium structure. These energy values must be considered
only as an estimation of the CI, since, in contrast to the FS and
CS, the molecule in the region of PES crossing is expected to
possess the CO2 part of the peroxo intermediate relatively close
to the 2-acetamido-3-methylpyrazine moiety (see, for instance,
refs 4 and 14), and therefore the energetic profile might be
affected by this leaving group. In order to properly describe this
part of the chemiluminescence reaction path, the CO2 group and
relevant MOs in this moiety should be included in the calculations,
as was done in previous studies in 1,2-dioxetane,2 1,2-dioxetanone,3

and thiazole-substituted dioxetanone molecules.4 This is out of the

Figure 7. Electron-density difference between the ground and charge-
transfer-induced-luminescence (CTIL) states of the peroxo-like form
calculated with the CASSCFmethod and two active spaces: allπ orbitals
[CASSCF(10-in-9), top] and the π system plus the lone pair orbital nO
in the oxygen atom of the carbonile group [CASSCF(12-in-10),
bottom].

Table 5. Electronic Transition Character of the Lowest
Lying Excited State and Vertical CASPT2 Energies (in eV)
between the πHOMOfπCO* and πHOMOfπLUMO* States
[ΔE(S2�S1)] and between the Lowest Lying Excited and
Ground States [ΔE(S1�S0)] atDifferentGeometries (see text)

a

C20O30 O30C20N10C40 S1 nature

ΔE

(S2�S1)

ΔE

(S1�S0)

bond 1.30 �125 πHOMOfπCO* 1.03 1.65

1.28 �125 πHOMOfπCO* 0.93 1.74

1.26 �125 πHOMOfπCO* 0.83 1.84

1.24 �125 πHOMOfπCO* 0.72 1.95

1.22 �125 πHOMOfπCO* 0.62 2.05

1.20 �125 πHOMOfπCO* 0.51 2.16

dihedral 1.30 �135 πHOMOfπCO* 0.88 1.85

1.30 �143 πHOMOfπCO* 0.61 2.26

1.30 �150 πHOMOfπCO* 0.57 2.69

1.30 �158 πHOMOfπLUMO* 2.14 5.00

CASSCF CI 1.33 �121 πHOMOfπCO* 2.19 0.44

CASPT2 CI 1.32 �119 πHOMOfπCO* 2.47 0.02
aBond lengths and dihedral angles are in Ångstroms and degrees,
respectively.
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scope of the present contribution, which is focused on the FS and
CS states. A relevant conclusion can still be obtained from the
analysis performed here, which supports the use of the peroxo-like
form as a starting structure to find the CS: the geometries at the
decomposition reaction TS, in its vicinity, and in the region of PES
crossing share in common a CTIL excited state and similar
structural parameters for the CO moiety.
Subsequent geometry optimizations of the CTIL state of the

peroxo-like form in the anion were carried out by using different
CASSCF/CASPT2 strategies to determine the chemilumines-
cence properties and analyze different methodological para-
meters. First, a small active space (only π orbitals) was used to
optimize the structure at the CASSCF level. In the second step,
two modifications of the methodology were considered: (1) The
lone pair nO of the oxygen O30 was added since this orbital
was shown in previous studies to contribute to the electronic
transitions related to the CS, and (2) the dynamical correlation
was used to optimize the geometry through the CASPT2method
by using numerical gradients. The results obtained for the VE
energies and the selected geometrical parameters to monitor the
differences between chemiluminescence and fluorescence are
compiled in Tables 3 and 4. The multiconfigurational character
of the CS becomes stronger when the nO orbital is included in
the active space. The CTIL and a new excitation from the nO to the
πCO* orbitals have large contributions in the electronic structure
of the CS (see Figure 7). This results in, as a consequence,
the elongation of the CO bond length (0.12 Å larger) and a
large decrease in the VE (0.87 eV lower). The dihedral angle
O30C20N10C40 changes by 7�, and the angle C20N10C2N3 is
practically not affected. In the neutral molecule, the nO f
πCO* excitation characterizes the lowest excited state, without
CTIL contributions. This electronic transition is relevant in the
chemiluminescence of molecular systems that do not include any
good electron-donating part, for instance, 1,2-dioxetane and
dioxetanone.2,3 Such molecules are much less efficient for
chemiluminescence, since the concerted CTIL mechanism does
not apply. The second effect studied in the anion, that is,
geometry optimizations calculated with the CASPT2 method
instead of CASSCF, results in a large stabilization of the CS. The
VE is found close to the energy obtained with the big active space
(see Table 4). In contrast to the CASSCF geometry optimiza-
tion, the CASPT2 method provides a structure in which the
acetamido part is rotated with respect to the plane of the
methylpyrazine group (the dihedral angle C20N10C2N3 is 20�).
Much less affected are the CO bond length (0.05 Å larger) and
O30C20N10C40 dihedral angle (5� less negative). Interestingly, the
CASPT2 geometry optimization of the pure CTIL state results in
a CS with a high efficiency of chemiluminescence (f = 0.139).
The relative orientation of the acetamido and methylpyrazine
parts of the molecule could be the cause for enhancing the
emission with respect to the CS10in9 structure, since the dihedral
angle C20N10C2N3 is larger in CScaspt2 and becomes closer to the
values found for the (S0)min and (S2)min1 minima, which show
the largest f among all of the structures studied. According to
these results, the dihedral angle C20N10C2N3 might be relevant in
this molecule to control the interaction between π states.
CASPT2(12-in-10) computations at the geometry of the CScaspt2
result in a lower f (in particular, f = 0.063), since the nO f nCO*
excitation, which corresponds to a symmetry-forbidden electro-
nic transition, is now contributing to the CS. To analyze the
relative contribution of the CTIL and nO f nCO* excitations in
the CS, more accurate CASSCF/CASPT2 studies should be

done with small systems in which the concerted CTIL mechan-
ism applies and all of the relevant orbitals of the dioxetanonemoiety
(see ref 3) as well as those of the π-aromatic system could be
included in the active space.
Apart from the differences found in the geometries obtained

by means of the mentioned CASSCF/CASPT2 strategies, all of
the optimized structures are characterized by CTIL character, a
single bond in the CO group (larger CO distances than 1.28 Å)
and sp3 hybridization of the C30 atom (lower absolute values than
132� for the dihedral angle O30C20N10C40). These findings are
markedly different from the results obtained in the fluorescence
study. While the FS is characterized by a double bond and planar
structure for the carbonile group, the single bond CO and sp3

hybridization of the C30 atom are the main features of the CS.
Table 4 also includes data reported in the literature related to the
chemiluminescence of 2-methanamidopyrazine,14 which is a
small model of coelenteramide close to the molecule studied in
the present work. The structures obtained in that study, by
optimizing the first excited state of different conformers at the
CIS/6-31+G(d) level of theory, were associated with the light-
emitting species of this molecule in the chemiluminescence
reaction. However, all of the conformers have CO bond lengths
around 1.20 Å, and the O30C20N10C40 dihedral angle is close to
180� (planar conformation of the carbonile group). These results
are in agreement with the FS values obtained for the 2-acetami-
do-3-methylpyrazine anion and largely differ from the CS
patterns established in the present work. Regarding the VE
energies, larger values (around 3 eV) are found by Isobe et al.
for the lowest-excited state optimized structure,14 which are closer
to the FS than the CS present results. Experimentally, the
bioluminescence of aequorin and obelin are measured in the
ranges 2.19�2.64 and 2.23�3.09 eV,23 respectively, and the
chemiluminescence of coelenteramide seems to have a value of
2.66 eV.18 On the other hand, the emission maxima in the
chemiluminescence spectra of different imidazopyrazinone analo-
gues measured by Hirano et al. are above 2.52 eV.15 All of these
data are larger than the present VE obtained with the most
accurate strategies CASSCF(12-in-10) andCASPT2.As explained
in the absorption and fluorescence analysis, the remaining part of
the coelenteramide molecule that is not present in 2-acetamido-3-
methylpyrazine, mainly the phenolate ring, will contribute to
enlarge the energy separation between the CS and ground states.
In agreement with the present theoretical findings, the data
obtained by Hirano et al. show in all cases larger emission maxima
for the fluorescence process with respect to chemiluminescence.15

Finally, according to the findings of our computations and
the associated analysis, some recommendations can be made for
theoretical and experimental studies on chemiluminescence.
Reliable theoretical studies on the chemiluminescence properties
of light-emitting species should not be performed in general by
using the ground-state equilibrium structure of the chemilumi-
nescence product as the starting point to find the CS, since
different excited state structures may be found for the FS and CS,
as shown in the present work. Instead, the whole chemilumines-
cence reaction must be modeled, from the peroxo precursor to
the formation of the emissive state, or the CS can be reached by
carrying out geometry optimizations from a structure close to the
peroxo intermediate. Regarding the experiments, procedures
analyzing the luminescence emitted by the reaction product after
irradiation should be avoided in favor of techniques that involve
carrying out the whole chemiluminescence reaction and the
analysis of the radiation produced. The differences between the
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CS and FS might become even stronger in large systems, since
the complexity of the PESs increases along with the number of
internal degrees of freedom, and therefore the relative positions
of the CS and FS states on the excited state surface could differ
substantially.

’CONCLUSIONS

The characterization of the chemiluminescence and fluores-
cence states of a small model for the coelenteramide and
Cypridina oxyluciferin systems, in particular, the 2-acetamido-
3-methylpyrazine anion molecule, has been carried out by means
of the CASSCF/CASPT2 method in order to establish the
molecular basis of the differences between both luminescent
phenomena. The neutral form of the molecule has been also
considered in some parts of the study, since this protonated form
could be also relevant in the chemiluminescence process. In the
Franck�Condon region of the ground-state equilibrium struc-
tures, the lowest excited states correspond to excitations between
orbitals delocalized over the π-conjugated system, while electro-
nic transitions to the carbonile moiety, which are related to the
concerted CTIL mechanism responsible for an efficient chemi-
luminescence process, are found to be very high in energy (above
7 eV, which is more than 2 eV higher in energy with respect to the
brightest transitions). In contrast, the CTIL state has been
obtained as the lowest-lying excited state of the anion when a
geometry close to the peroxo intermediate of the chemilumines-
cence reaction is used. Therefore, this strategy seems to be more
appropriate for finding the CTIL transition and has been
employed to characterize the CS. The results obtained for the
neutral form by using the same procedure are different: none of
the lowest excited states correspond to a CTIL transition. Thus,
the anion form is the relevant species for the efficient chemilu-
minescence of 2-acetamido-3-methylpyrazine, which is consis-
tent with the fact that this deprotonated system has a better
activator group (with low ionization potential) for turning on the
concerted CTIL mechanism. The protonated species cannot be
discarded, however, as the light-emitting molecule in different
imidazopyrazinone derivatives in which other chemical groups of
the system can act as activator groups, as has been proved
elsewhere.12,15 In addition, the protonation state of the N10 atom
will depend on the closest amino acids of the apoprotein in the
bioluminescence process, and the substrate�apoprotein inter-
actions must be analyzed to ultimately understand the role of the
protonated/deprotonated species in the chemiluminescence
taking place in living organisms. The present photochemical
study of the anion molecule has led to three structures which
contribute to the fluorescent properties of the molecule: two
shallow minima on the S2 surface and a minimum in the S1
surface, with VEs of 3.59, 2.21, and 2.11 eV, respectively. The
deactivation of the brightest state of the anion molecule is guided
by a rotation of the acetamido moiety with respect to the plane of
the methylpyrazine part, which reaches a perpendicular confor-
mation at the CI between the S1 and S2 surfaces. All of the
emissive states found for the anion and neutral systems are
characterized by a planar structure (sp2 hybridization) and
double bond of the CO, which do not differ much from the
properties of the carbonile group in the ground-state equilibrium
minimum. In the analysis of the CS for the anion, distinct
multiconfigurational approaches have been employed, finding
decreases of the VE when the oxygen lone pair of the CO
chemical group is included in the active space and when

dynamical correlation is included in the CASPT2 geometry
optimizations. According to these results, the chemiluminescent
emission of 2-acetamido-3-methylpyrazine is lower in energy
than fluorescence, the most accurate obtained values being in the
range 1.60�1.72 eV. All levels of theory result in an out-of-plane
conformation of the CO group (sp3 hybridization) with a large
bond length (single bond character), which have been estab-
lished as the structural patterns of the chemiluminescence
phenomenon. The comparison of the results obtained in the
fluorescence and chemiluminescence analysis shows significant
differences in the electronic structure and geometrical para-
meters of the CS and FS states for the 2-acetamido-3-methylpyr-
azine molecule, whichmust be taken into account in the design of
future theoretical and experimental studies on bioluminescence
and chemiluminescence. In the light of the present findings, we
do not recommend, in general, procedures in which the proper-
ties of the chemiluminescent state are obtained by using the
ground-state equilibrium structure of the reaction product,
unless a previous analysis supporting this strategy had been
carried out. A much safer computational approach is to start with
a structure close to the peroxo intermediate of the chemical
reaction in order to characterize the CS.
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ABSTRACT:We present a modification of the small and popular Pople basis sets, 6-31G and 6-311G, for density functional theory
calculations of Fermi contact dominated NMR indirect nuclear spin�spin coupling constants. These new basis sets, 6-31G-J and
6-311G-J, contain twice the number of contracted s-type functions but the same number of contracted p-type functions as the
original Pople basis set. For our test set of 12 one-, two- and three-bond coupling constants, the new basis sets augmented with the
standard diffuse and polarization functions, i.e., the 6-31+G*-J and 6-311++G**-J basis sets, lead to a maximum deviation of 5 and 2
Hz, respectively, compared to results obtained with the 6 or more times larger aug-pcJ-4 basis set. In correlated wave function
calculations using the second-order polarization propagator approximation, the deviations with respect to the aug-ccJ-pVQZ basis
set are 8 and 3 Hz and thus slightly larger.

1. INTRODUCTION

It is well-known, that standard one-electron Gaussian basis
sets are in general not suited for the calculation of NMR indirect
nuclear spin�spin coupling constants (SSCC), while basis sets
specially optimized for SSCCs are often too large for routine
calculations on larger organic or biological molecules.1�18 In the
Ramsey formulation,19 the SSCC is the sum of four different
contributions, the Fermi contact (FC), the spin dipolar (SD), the
paramagnetic spin�orbit (PSO), and the diamagnetic spin�orbit
(DSO) terms. Standard basis sets are typically optimized for
energies and are therefore not necessarily optimal for calculations
of other properties, which is especially true for SSCCs. Calcula-
tions of SSCCs demand basis sets with higher exponents than
included in standard basis sets. In particular s-type functions with
very high exponents are required for the FC term, as it depends
on the electron density at the nucleus. The PSO term requires
additional tight p-type functions and the SD term tight p-, d- and
f-type functions. The FC term is often the dominant contribu-
tion, especially for one-bond couplings between less electroneg-
ative atoms, and several basis sets have thus been made to
improve the description of the FC term. This includes the cc-
pVXZ-Cs and cc-pVXZ-sun basis sets5 and the HuzIV-su420�24

and the aug-cc-pVTZ-J6,8�10,17,18 basis sets, which all include
additional tight s-type functions. In addition there are also basis
sets designed to describe all the contributions to the coupling
constants accurately. This includes the pcJ-n, aug-pcJ-n14,16 and
ccJ-pVXZ15 families of basis sets, which include tight s-, p-, d-,
and sometimes even f-type functions. The pcJ-n and aug-pcJ-n
basis sets are developed for calculations at the density functional
theory (DFT) level, while the ccJ-pVXZ basis sets are designed
for correlated wave function methods.

Unfortunately all of these basis sets are rather large; the pcJ-2
basis set, e.g., is of approximately the same size as the aug-pVTZ-J
basis set. Consequently these basis sets cannot be used routinely
for larger systems like larger organic or biological molecules.
Instead, much smaller basis sets, such as the very popular Pople

style25,26 or Ahlrichs TZVP and qzp basis sets,27,28 are used for
larger molecules, even though these basis sets are clearly not
adequate for the calculation of SSCCs.

In this study, we will present and test improvements to the
Pople basis sets 6-31G and 6-311G for the calculation of FC
dominated coupling constants. We only address FC dominated
couplings, as most organic and biological couplings are FC
dominated. Also, when we only consider FC dominated cou-
plings, we primarily have to focus on the addition of tight s-type
functions. Therefore we do not attempt to generate the best
possible SSCC basis set, because such basis sets already exist, for
example, the aug-pcJ-4 basis set. On the contrary, we want to
generate a basis set, which gives acceptable results while still
being reasonably small and which can consistently be used
together with the Pople basis sets 6-31G and 6-311G. These
basis sets should be suitable for organic or biological systems,
where larger basis sets cannot be used in routine applications.
Finally one should mention that Barone and co-workers29 have
recently presented in a similar study new basis sets for the calcu-
lation of electron paramagnetic resonance hyperfine coupling
constants at the B3LYP level, called N07D. The N07D basis sets
are also based on the 6-31G basis sets but are augmented with
only one set of core�valence s-, p-, and d-type functions.

We restrict ourselves here to basis sets for hydrogen, carbon,
nitrogen, and oxygen to be used in calculations of 1J(CH),
1J(NH), 1J(CN), 1J(CC), 1J(CO), 1J(OH), 2J(HH), and 3J(HH)
couplings, as these are the most important FC dominated
couplings relevant for organic and biological systems. However,
one should note that the 1J(CO), 1J(OH), 2J(HH), and 3J(HH)
couplings are not completely dominated by the FC term but have
also significant contributions from primarily the PSO term as well
as non-negligible contributions from the SD and DSO terms. For
the development of the basis sets we have studied the
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corresponding couplings in methane, ethane, ammonia, water,
and formamide (FMA), while the final basis sets were also tested
in calculations of the 1J(NH) coupling constant of N-methyl-
acetamide.

2. COMPUTATIONAL DETAILS

In all calculations of the SSCCs we employed the Dalton
program package.30 In the development of the basis set, the
calculations were carried out at the DFT level with the B3LYP
exchange�correlation functional,31�34 while some of the bench-
mark calculations were performed at the level of the second-
order polarization propagator approximation (SOPPA).6,35�40

The B3LYP functional was chosen, as this functional had been
used for the development of the (aug-)pcJ-n family of basis sets14

and as B3LYP generally gives good results for SSCCs.11,23,24,41�51

All DFT calculations will be benchmarked against the aug-pcJ-4
result, as this basis set is the best possible basis set for DFT
calculations and all SOPPA calculations against the aug-ccJ-pVQZ
basis set. The geometries of all molecules were optimized by
B3LYP/6-311++G**.

3. BASIS SET GENERATION

The 6-31G and 6-311G basis sets are very small (see, e.g.,
Table 1). There are only s-type functions on hydrogen, and for
the second-row atoms, there are only s- and p-type functions.
Polarization and diffuse functions can be added using the
standard notations. We will base our basis set development on
the 6-31G and 6-311G basis sets and add polarization and diffuse
functions only, when we have obtained the new 6-31G-J and
6-311G-J basis sets. In Section 3.1 we will thus describe how the
new 6-31G-J and 6-311G-J basis sets are generated. We will
primarily discuss how the 6-31G-J basis sets were made, as the
same procedure was used for the 6-311G-J basis sets.
3.1. Uncontracted Basis Sets. To improve the Pople style

basis sets, we first decontracted the basis sets completely. For the
6-31G basis set the differences between the results obtained with
the contracted (6-31G) and uncontracted (6-31Guc) basis sets
are considerable, differing up to 30 Hz, while the differences

between the results from the 6-311G and 6-311Guc basis sets are
smaller with a maximum difference of 15 Hz. Interestingly, the
results obtained with the uncontracted basis sets deviate gen-
erally much more from the aug-pcJ-4 results than the ones from
the contracted basis sets, which implies that the Pople basis sets
in their contracted form benefit from a very fortunate error
cancelation as far as SSCCs are concerned.
The uncontracted basis sets were then augmented with s-type

functions with large exponents until convergence. The exponents
were chosen according to

ai�1 ¼ ðai=aiþ1Þ2
aiþ1=aiþ2

ai ð1Þ

where ai, ai+1, and ai+2 are the previously largest, second, and
third largest exponents, and ai�1 is the new exponent. This
implies that the ratio between the exponents are increased, and
not kept fixed as in the even-tempered or aug-cc-pVTZ-J basis
sets.6,8�10,17,18 The exponents are listed in Table 2. Addition of
the first tight s-type function is very important, contributing up to
25 Hz, while addition of the second and third s-type function is
less important and the fourth s-type function no longer improves
the results considerably. Afterward the carbon, nitrogen, and
oxygen basis sets were augmented with p-type functions until
convergence. It was only necessary to add one tight p-type
function to the second-row atoms. The addition of three tight
s-type functions and one p-type function defines the 6-31G-Juc
basis set. The 6-311Guc was improved in the same way leading to
the 6-311G-Juc basis set, however, is it worth noticing that the
two basis sets, 6-31G-Juc and 6-311G-Juc, give almost the same
results, the largest difference is 1 Hz. In this context it is important
to stress that we did not only consider the total SSCC but also the
four individual contributions and that we found that the good
correspondence between the results obtained with the uncon-
tracted 6-31G-Juc and 6-311G-Juc basis sets is not due to fortunate
error cancelations but to a good description of all four terms.
3.2. Contracted Basis Sets. The optimal uncontracted basis

sets were then contracted again. Contrary to the aug-cc-pVTZ-J
basis sets,6,8�10,17,18 we did not employ molecular orbital coeffi-
cients of the simplest hydrides of each atom but natural orbital
coefficients from complete active space (CAS) calculations on
the atoms. For the second-row atoms all electrons were included
in the CAS-space, while all orbitals were included for hydrogen.
However, the orbital coefficients of the relevant orbitals obtained
from the CAS calculations do not differ significantly from those

Table 1. Composition of the Basis Sets Discussed in This
Paper

hydrogen C, N, O

primitives contracted primitives contracted

6-31G 4s 2s 10s4p 3s2p

6-31G-J 7s 4s 13s5p 6s2p

6-31+G*-J 7s 4s 14s6p1d 7s3p1d

6-311G 5s 3s 11s5p 4s3p

6-311G-J 8s 6s 14s6p 8s3p

6-311++G**-J 9s1p 7s1p 15s7p1d 9s4p1d

pcJ-1* 6s1p 4s1p 9s5p1d 5s4p1d

pcJ-1 6s2p 4s2p 9s5p2d 5s4p2d

pcJ-2* 8s2p1d 5s2p1d 12s7p2d1f 7s5p2d1f

aug-cc-pVTZ-J 13s3p1d 6s3p1d 21s8p3d1f 9s5p3d1f

pcJ-2 8s3p2d 5s3p2d 12s7p3d2f 7s5p3d2f

ccJ-pVTZ 7s3p2d 5s3p2d 12s6p3d1f 7s4p3d1f

aug-ccJ-pVQZ 9s5p4d2f 7s5p4d2f 15s8p5d3f2g 10s6p5d3f2g

aug-pcJ-4 13s8p5d3f2g 9s8p5d3f2g 20s13p8d5f3g2h 12s10p8d5f3g2h

Table 2. Exponents of the s- and p-Type Functions Added to
the 6-31G and 6-311G Basis Sets

atom s1 s2 s3 p1

6-31G

H 186.51684197 2789.59214924 62666.02044953

C 30750.99553738 469897.3134792 10873731.57976 39.81711939

N 42052.27768090 641872.0643321 14841521.17252 60.55463459

O 55205.88661614 841553.7695902 19428536.09300 81.54048672

6-311G

H 340.31345127 5170.23631942 118753.0892189

C 46416.99275025 717812.0184378 16876193.13942 121.32953805

N 63798.90182836 988674.6264273 23421322.38384 175.03570330

O 86856.41933057 1341747.480166 31660948.43265 238.82507403
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obtained with Hartree�Fock calculations on the molecules.
Nevertheless, we chose the atomic orbital coefficients as these
coefficients are uniquely defined.
First we tried a contraction scheme for the 6-31G-Juc basis set,

which would be equivalent to the original 6-31G contraction.
However, contracting the s-type functions as in the 6-31G basis
set gave unacceptably large errors. Jensen had also observed that
the s-space cannot be contracted much, without loss of
accuracy.14 Therefore we used the contraction scheme shown
in Table 1. Unfortunately, the same contraction scheme could
not be applied to the 6-311G-Juc basis set, and therefore the
6-311G-J basis sets are larger relative to the 6-311G basis sets
than 6-31G-J is to 6-31G, as seen in Table 1. In both cases the
new basis sets have twice the number of contracted s-type
function as the original Pople basis sets but the same number
of contracted p-type functions. The contracted basis sets can be
found in the Supporting Information. The error introduced by
the contraction is up to 2 Hz for 6-31G-J and only up to 1 Hz for
6-311G-J. Consequently, due to the contraction, the 6-311G-J
basis set performs slightly better than the 6-31G-J basis set.

4. BENCHMARKING THE NEW BASIS SETS

4.1. DFT Calculations. The new basis sets were employed in
calculations of the SSCCs of water, 1J(OH), methane, 1J(CH)
and 2J(HH), ammonia, 1J(NH), ethane, 1J(CC) and 3J(HH),
and formamide, (CH3NO, FMA), 1J(CH), 1J(NH), 1J(CN),
1J(CO), 2J(HH), and 3J(HH); in total 12 one-, two-, and three-
bond coupling constants. We compare the results obtained with
the pcJ-2, aug-cc-pVTZ-J, pcJ-2*, pcJ-1, pcJ-1*, 6-31G, 6-31Guc,

Table 3. DFT/B3LYP Results for the Coupling Constants in Hz in the Test Set as a Function of the One-Electron Basis Set
Employed

1J(CC) 1J(CN) 1J(CO) 1J(CH) 1J(NH) 1J(OH) 2J(HH) 3J(HH)

basis C2H6 FMA FMA CH4 FMA NH3 FMA H2O CH4 FMA FMA C2H6

aug-pcJ-4 34.62 �14.03 28.96 134.32 201.68 �66.82 �97.72 �76.87 �13.33 7.51 15.57 18.25

pcJ-2 35.18 �13.86 28.91 135.07 199.53 �65.78 �96.71 �74.63 �13.73 7.47 15.42 18.01

aug-cc-pVTZ-J 34.58 �14.16 28.93 134.65 202.35 �66.75 �97.84 �76.15 �13.54 7.30 15.45 18.13

pcJ-2* 35.09 �13.86 29.11 134.99 199.44 �65.71 �96.64 �74.46 �13.79 7.36 15.39 17.98

pcJ-1 37.00 �15.35 28.10 133.88 196.67 �63.89 �96.19 �69.86 �13.50 7.02 14.67 17.58

pcJ-1* 36.92 �15.35 28.31 133.85 196.65 �63.87 �96.17 �69.75 �13.56 6.89 14.64 17.57

6-31G 46.71 �15.32 21.97 140.52 196.09 �62.36 �88.97 �53.66 �18.12 �0.64 11.84 14.77

6-31Guc 31.34 �11.58 39.13 111.34 165.71 �51.79 �80.70 �43.58 �12.13 3.33 10.71 13.14

6-31+G* 48.45 �18.99 7.46 138.45 197.31 �63.32 �88.89 �70.89 �15.19 2.34 11.50 14.01

6-31++G** 48.34 �19.61 7.52 138.98 200.20 �66.91 �92.77 �83.17 �14.27 2.69 11.34 14.08

6-31G-J 36.75 �14.15 44.35 137.19 204.39 �64.28 �99.81 �51.67 �16.72 3.16 13.40 16.75

6-31G-Juc 35.93 �13.49 43.67 136.12 202.66 �63.44 �98.70 �53.24 �15.60 4.69 14.52 17.60

6-31+G*-J 35.98 �15.18 29.34 136.05 204.43 �66.79 �99.13 �72.14 �15.72 4.62 13.91 16.79

6-31++G**-J 35.47 �14.92 29.43 134.97 204.10 �66.76 �98.69 �73.71 �14.73 5.19 14.02 17.08

6-311G 37.75 �14.40 42.88 129.15 187.45 �60.45 �92.49 �52.70 �15.30 0.81 11.25 14.60

6-311Guc 32.35 �11.86 39.55 117.36 174.50 �55.62 �85.40 �47.99 �13.06 3.55 11.29 14.21

6-311+G* 37.60 �15.35 26.55 125.86 181.64 �60.65 �89.32 �64.56 �13.44 3.71 11.91 14.55

6-311++G** 34.73 �14.46 27.42 119.85 180.07 �59.29 �87.84 �66.72 �11.84 4.55 11.88 14.53

6-311G-J 36.19 �13.82 42.15 136.96 203.08 �64.79 �99.37 �54.39 �15.81 4.30 13.59 17.05

6-311G-Juc 35.70 �13.39 42.69 136.16 202.71 �64.28 �98.80 �54.12 �15.58 4.83 14.14 17.53

6-311+G*-J 35.37 �14.60 29.38 135.81 203.06 �66.27 �98.33 �69.17 �15.08 5.48 14.70 17.54

6-311++G**-J 35.00 �14.26 29.48 135.51 203.42 �67.02 �98.60 �75.07 �14.05 6.11 14.78 17.63

Table 4. Mean (Absolute) Errors in Hz and % of the DFT/
B3LYP Calculated Coupling Constants in the Test Set Relative to
the Corresponding Results Obtained with the aug-pcJ-4 Basis Set

basis sizea CH3NO ME (Hz) MAE (Hz) ME (%) MAE (%)

pcJ-2 225 �0.23 0.74 0.46 1.34

aug-cc-pVTZ-J 198 �0.07 0.23 0.19 0.73

pcJ-2* 165 �0.23 0.78 0.58 1.56

pcJ-1 111 �0.33 1.98 1.60 4.54

pcJ-1* 87 �0.33 1.99 1.71 4.69

6-31G 33 �1.72 7.40 11.63 25.75

6-31Guc 78 �0.23 12.96 19.49 25.34

6-31+G* 60 0.83 6.87 10.36 25.75

6-31++G** 72 2.14 6.03 7.98 24.36

6-31G-J 48 �3.10 5.37 2.12 17.33

6-31G-Juc 105 �3.21 4.51 1.09 13.50

6-31+G*-J 75 0.00 1.83 2.32 8.25

6-31++G**-J 87 0.06 1.33 2.32 6.26

6-311G 48 �1.37 7.44 9.97 22.40

6-311Guc 93 �0.56 10.34 15.24 21.33

6-311+G* 75 1.14 6.11 11.16 14.31

6-311++G** 87 1.61 6.46 12.72 13.28

6-311G-J 69 �2.75 4.50 1.90 14.08

6-311G-Juc 120 �2.95 4.32 1.37 13.11

6-311+G*-J 96 �0.48 1.57 2.00 5.88

6-311++G**-J 108 �0.07 0.87 1.38 3.54
aTotal number of basis functions for formamide in the given basis set.
The aug-pcJ-4 basis set contains 789 basis functions for formamide.
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6-31+G*, 6-31++G**, 6-31G-J, 6-31G-Juc, 6-31+G*-J, 6-31+
+G**-J, 6-311G, 6-311Guc, 6-311+G*, 6-311++G**, 6-311G-J,
6-311G-Juc, 6-311+G*-J, and 6-311++G**-J basis sets with the
corresponding results obtained with the aug-pcJ-4 basis set. We
have chosen to use the aug-pcJ-4 results as reference, as this is the
best possible basis set for DFT calculations of SSCCs that we are
aware of. We include pcJ-2 in the comparison, as this is
recommended for practical calculations,14 and aug-cc-pVTZ-J,
as it is of approximately the same size as pcJ-2, but optimized for
FC dominated couplings. We also include a pruned pcJ-2 basis
set, pcJ-2*, where the tight p- and d-type functions are removed
on hydrogen and the tight d- and f-type functions on non-
hydrogen atoms, as these tight functions are not expected to be
important for FC dominated couplings.We also include the pcJ-1
basis set, which is of approximately double-ζ quality, as well as its
pruned counterpart pcJ-1*, which is of approximately the same
size as our new Pople style basis sets.
Finally we include the new basis sets and their corresponding

original Pople basis sets. Diffuse functions as well as polarization
functions are expected to be important, and we added these
functions to our basis sets, using the standard notation. The
results are shown in Table 3, and the mean, maximum, and
minimum deviations for each basis set are shown in Table 4 and
in Figures 1 and 2.

The pcJ-2 and aug-cc-pVTZ-J basis sets are of approximately
the same size, and both give excellent results for these couplings
compared to the aug-pcJ-4 results. Nevertheless, the aug-cc-
pVTZ-J basis set is slightly better for these couplings, which
could be expected, as it is optimized for FC dominated couplings.
For both pcJ-2* and pcJ-1* the results compare excellently with
the results of their larger pcJ-2 and pcJ-1 counterparts, as
expected for these couplings. The pcJ-1* performs slightly worse
than the 6-311++G**-J basis set, which is also slightly larger.
Compared to 6-31+G*-J, which contains fewer basis functions,
the absolute deviations of the pcJ-1* results are slightly larger,
while the relative deviations are smaller. The reason for this
apparent discrepancy is that the relative deviations are dominated
by the small 2J(HH) coupling constants, which are not as well
described by the new Pople style basis sets.
For 6-31G we observe large errors, which are not reduced by

uncontraction or addition of polarization and diffuse functions.
The same trends are seen for 6-311G. For both 6-31G-J and
6-311G-J we see that the basis sets can systematically be
improved by addition of polarization and diffuse functions.
Especially diffuse and polarization functions on the second-row
atoms aremandatory, while the polarization and diffuse functions
are less important for hydrogen; the exception being the 1J(OH)
coupling in combination with the 6-311++G**-J basis set, where

Figure 1. Mean, minimum, and maximum (top) and mean absolute, minimum absolute, and maximum absolute (bottom) errors in Hz of the SSCCs
calculated with the given basis set relative to the aug-pcJ-4 result.
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we see a 6Hz improvement relative to the 6-311+G*-J result. The
6-31+G*-J basis set gives results which deviate less than 5 Hz for
all couplings, and 6-311++G**-J gives results which deviate less
than 2 Hz for all couplings from the corresponding aug-pcJ-4
results. The largest error is observed for 1J(OH), even though
1J(CH) in formamide exhibits also a large error, however, this
coupling is approximately 200 Hz. The relative errors are
dominated by 2J(HH) in formamide, which is calculated to be
7.51 Hz by aug-pcJ-4. Here the errors with the new basis sets are
between 1.4 and 4.4 Hz leading to the enormous relative errors in
the figures. The 2J(HH), the 3J(HH), and the couplings involving
oxygen are not completely dominated by the FC term. These
couplings are thus not as well described by the new basis sets,
even though the largest error produced by the 6-311++G**-J
basis set is less than 2Hz. Consequently these basis sets work well
for FC dominated couplings but should be used with caution and
only after careful benchmarking against better basis sets for
couplings that have important contributions from the PSO,
SD, and DSO terms. We have therefore not generated a
corresponding basis set for fluorine, as fluorine couplings often

have very large contributions from especially the PSO
term.10,12,14,44,52�54

Furthermore we have only investigated the performance of the
6-31+G*-J basis set and not that of the 6-31+G-J and 6-31G*-J
basis sets. For some couplings only the diffuse functions are
important, as in 1J(NH) in ammonia, while for others the
polarizations functions are important, as in 1J(CO) in forma-
mide, and for others we need both contributions, as in 1J(OH) in
water. Consequently one should always first test the effect of the
different diffuse and polarization functions in order to see
whether one could employ a smaller basis set.
Finally, we tested the performance of the new 6-31+G*-J basis

set also for the 1J(NH) coupling constant of N-methylacetamide
but did not include it in the test set, although it is also FC
dominated.We find that the 6-31+G*-J result deviates by only 1.1
Hz from the corresponding aug-pcJ-4 result.
4.2. CorrelatedWave Function Calculations. So far we have

only investigated the performance of the new basis sets in DFT
calculations and not in calculations with correlated wave function
methods. However, the basis set dependence of correlated wave
function methods differs from that of DFT. We have therefore

Figure 2. Mean, minimum, and maximum relative errors (top) and mean absolute, minimum absolute, and maximum absolute relative errors (bottom)
in % of the SSCCs calculated with the given basis set relative to the aug-pcJ-4 result.
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also carried out the calculations of the previous section at the
SOPPA level. The results are given in the Supporting Informa-
tion. For these calculations we compared to the aug-ccJ-pVQZ
basis set15 because the ccJ-pVXZ basis sets were optimized for
correlated wave function calculations in contrast to the pcJ-n
family of basis sets. The augmentation functions are taken from
aug-cc-pVQZ. Due to the computational cost of the ccJ-pV5Z
and aug-ccJ-pV5Z, we could not obtain the results of these basis
sets for all the investigatedmolecules. For water and ammonia we
could obtain both the aug-ccJ-pV5Z and the ccJ-pV5Z results,
and in both cases the aug-ccJ-pVQZ results differed less than 0.1
Hz from the aug-ccJ-pV5Z results, and the aug-ccJ-pVQZ results
were closer to the aug-ccJ-pV5Z results than the ccJ-pV5Z
results. For methane and ethane where we could obtain the
ccJ-pV5Z results, the aug-ccJ-pVQZ differed less than 0.3 Hz
from the ccJ-pV5Z results. So it seems that the aug-ccJ-pVQZ
results will be converged with respect to the aug-ccJ-pV5Z basis
set, and therefore we will employ this in the benchmarking of the
new Pople style basis sets. The statistics are shown in Table 5.We
observe in general the same trends as for DFT, however, the
errors relative to the reference calculations are slightly larger than
in the DFT calculations. The 6-31+G*-J results deviate now less
than 8 Hz from the aug-ccJ-pVQZ results, while 6-311++G**-J
gives results which deviate less than 3Hz from the aug-ccJ-pVQZ
results. They are still superior to the original Pople basis sets, but
they are not performing quite as well for SOPPA as they were in
the DFT calculations, however, they will still be useful for
SOPPA-calculations on large molecules.

5. SUMMARY

For the calculation of NMR indirect nuclear spin�spin
coupling constants we present modified 6-31G and 6-311G
Pople basis sets. The new basis sets, called 6-31G-J and
6-311G-J, have the same number of contracted p-type functions

and twice the number of contracted s-type functions as the
original Pople basis sets. These basis sets can further be aug-
mented with the polarization and diffuse functions of the
standard Pople basis sets.

The performance of the new basis sets has been evaluated with
DFT/B3LYP and SOPPA calculations on a test set of 12 one-,
two- and three-bond coupling constants. We find that polariza-
tion and diffuse functions on the second-row atoms are manda-
tory, while the polarization and diffuse functions on hydrogen are
less important, except in the case of 1J(OH). The 6-31+G*-J basis
set gives DFT results that deviate less than 5Hz from the aug-pcJ-
4 results for the 12 couplings investigated in this study, and 6-311
++G**-J deviates less than 2 Hz from the aug-pcJ-4 results. At the
SOPPA level, the maximum deviations from aug-ccJ-pVQZ
results are 8 and 3 Hz, respectively.

These basis sets are only optimized for the calculation of FC
dominated couplings and are not expected to give accurate
results for couplings where the PSO, DSO or SD contributions
will be important. Furthermore we have observed that the
couplings involving oxygen and the 2J(HH) couplings are not
as accurately described as the other couplings. Therefore these
new basis sets are excellent for DFT calculations of FC domi-
nated SSCCs, but they can also be employed in calculations with
correlated wave functions. However, in the latter case the
inclusion of polarization and diffuse functions on hydrogen is
mandatory.
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ABSTRACT: The hyperfine coupling tensor of electron paramagnetic resonance (EPR), describing the interaction between an
electron and a given nuclei, depends strongly on the electron density at the nucleus. With standard Gaussian-type orbital basis sets
(GTOs), employed inmost calculations, it is difficult to obtain converged results of the hyperfine coupling tensor, and basis sets with
more flexible core regions have therefore been devised. To this class of core property basis sets belong the aug-cc-pVTZ-J basis sets
developed for the s- and p-block atoms. Here, we extend the aug-cc-pVTZ-J basis sets to include the 3d elements Sc�Zn. The con-
verged optimal basis sets are throughout the series described by a (25s17p10d3f2g)/[17s10p7d3f2g] contraction scheme, where
four tight s-, one tight p-, and one tight d-type function have been added to the original aug-cc-pVTZ basis sets. The basis sets are
generally contracted, and molecular orbital coefficients are used as contraction coefficients. By validation studies with different func-
tionals and compounds, it is shown that the values of the contraction coefficient are effectively independent of the compound used
in their generation and the exchange-correlation functional employed in the calculation.

’ INTRODUCTION

Electron paramagnetic resonance (EPR) has, since its early
development in the 1940s,1 evolved to be a spectroscopic method
of fundamental importance with applications in a wide range of
chemical fields, including d-block metals,2 organic radicals,3�5

and biomimetic chemistry.6�8 The experimental spectra are
usually interpreted by the introduction of an effective spin Hamil-
tonian where the physical quantities enter as fitting parameters.
Within d-block metal chemistry, the effective spin Hamiltonian
was developed with impressing insight by Abragam and Pryce,
using a framework of crystal field theory9�13

Ĥeff ¼ μBŜgB þ ∑
α

ŜAαÎα þ D Ŝ2z �
1
3
SðS þ 1Þ

� �

þ E½Ŝ2x � Ŝ2y � ð1Þ
Here, Ŝ is the total spin of the molecule andB is the external mag-
netic field. The g tensor is a 3� 3 tensor, describing the interaction
of the external field with the spin of the unpaired electron(s) in
the molecule.D and E enter for S > 1/2 systems and are zero field
splitting constants which depend on the exact symmetry of the
paramagnetic center. The hyperfine coupling tensor, A, is the target
of the present study. As the g tensor, the hyperfine coupling tensor is
a 3 � 3 tensor. It describes the interaction between the unpaired
electron(s) in the molecular system and the magnetic moments of
the nuclei, Iα. Accordingly, the sum in eq 1 runs over the nuclei in the
molecule which have nonzero spin. The hyperfine coupling tensor is
used as a sensitive probe for the immediate coordination environ-
ment of d-block metals, for instance in the studies of the
cytochrome P450 enzymes14�17 or the active species in photo-
system II.18

From textbooks on the magnetic theory of quantum mecha-
nics1,19 it is known that A, to first order, is composed of an iso-
tropic (Fermi-contact) term and a contribution due to anisotropic
spin-dipolar interactions

Atot ¼ Aiso þ ASD ð2Þ
The components of the isotropic, Aiso, and anisotropic, ASD, spin
dipolar hyperfine coupling tensors can be calculated from first
principles from the N-electron, molecular Born�Oppenheimer
wave function,Ψ, as

Aiso,αβ ¼ pμ0
3me

egegKμN
ÆΨjŜαjΨæ

ÆΨj ∑
N

i
δðri � RK Þ̂si, βjΨæ ð3Þ

ASD,αβ ¼ pμ0
8πme

egegKμN
ÆΨjŜαjΨæ

ÆΨj ∑
N

i

3ð̂siðri � RKÞÞðrβ � RK,βÞ
jri � RK j5

� ŝi, β
jri � RK j3

jΨæ ð4Þ

where α and β are Cartesian components and the physical con-
stants have their usualmeaning.19 ri andRK are coordinates for the
ith electron and theKth nucleus, respectively, and δ(ri� RK) de-
notes the Dirac δ function in which the expectation value overΨ
returns the electron density at nucleus K. Here, the Dirac δ func-
tion is multiplied with the spin operator for the ith electron, ŝi,β,
thus returning the spin density at the Kth nucleus. A representa-
tion which leads to a diagonal total tensor, Atot, is usually chosen,
and this practice is followed in this work. However, a priori the

Received: August 21, 2011
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tensors are not represented by diagonal matrices. Further con-
tributions arise if spin�orbit coupling is considered,20 but such an
effect will be left out in this study.

Calculation of Atot from first principles has unfortunately proven
to be a difficult task, and early attempts were met with little
success.13 Early studies byWatson andFreeman21 concluded that the
core level spin-polarization was crucial for the correct description of
hyperfine couplings. A wide range of studies on small systems in
recent decades22�33 have shown that highly correlated methods
zand basis sets with a flexible core regionmust be invoked to recover
this core-level spin polarization. The special basis set require-
ments arise due to the Dirac δ function in the expression for Aiso,
which usually is much larger than that for ASD. Accordingly, the
basis set should provide an accurate description of the core (and
semicore) spin polarization effects.34 It is by now well-recognized
that standard Gaussian basis sets are in general not able to model
properties which depend on the core electron density at sufficient
accuracy. The problem is that such basis sets are optimized to
describe the valence region and do not fulfill the correct nuclear
cusp condition leading to slow convergence with increasing basis
set size. The combination of slow convergence both with respect
to the level of sophistication in theory and basis sets size leads to
severe restrictions in the complexity of the studied systems. For
systems with d-block metals, only small (often linear) systems
have been treated comprehensively35,36 and with ad hoc devised
basis sets. With the introduction of density functional theory,
large parts of the dynamic electron correlation can be handled at
much reduced cost, and calculation of hyperfine coupling tensors
for d-block metal complexes is now tractable. Results from the
p-block elements using DFT for hyperfine coupling constants
have generally been promising,37�40 and several benchmark studies
for d-block metal compounds have already emerged.36,41,42

Nevertheless, these benchmark studies focus mainly on the
exchange-correlation functional, while the first-principle calcu-
lation of hyperfine coupling constants can be done at reduced
cost and much more consistently if flexible, yet efficient basis
sets were devised for the d-block metals. Several authors have
shown that it is possible to modify Gaussian basis sets to
describe core properties,23,34,43�49 but this has mostly focused
on s- and p-block elements and few choices are available for
the d-block.50

In this paper, we extend the core-property basis aug-cc-pVTZ-
J51�57 to the 3d metals Sc�Zn, such that accurate hyperfine
couplings can be obtained for both metal and ligand spheres,
using the same type of basis sets. This has not yet been possible
within theoretical/computational d-block chemistry. It should be
emphasized that the aug-cc-pVTZ-J basis sets for s- and p-block
elements originally were optimized to describe nuclear magnetic

resonance spin�spin couplings. However, the d-block metals
often contain unpaired electrons, usually situated in orbitals of
high d character and have therefore traditionally been investigated
by EPR. Seeing that the basis set requirements are similar in the
description of NMR and EPR hyperfine couplings, we have here
chosen an EPR framework, despite it meaningwe have to deal with
open-shell systems, which traditionally have been much more
difficult to handle in terms of convergence and computer time.

’METHODS

All calculations of hyperfine coupling constants were perfor-
med with the ORCA program58 at the DFT level of theory.
Throughout all calculations, the integration grid was always kept
very large (IntAcc = 6 and AngularGrid = 7) to ensure that the
core density was correctly described. Several studies on both
main group59�61 and d-block metal complexes36,41,42 with a vari-
ety of different functionals have proven that Atot can be quite
sensitive to the exchange-correlation functional. Accordingly, we
have used a small selection of functionals. For the calculation of
hyperfine couplings, two GGA functionals, BP8662,63 and PBE,64

a meta-GGA functional, TPSS,65 and one hybrid-meta GGA
functional, TPSSh,65 were employed.
Basis Set Construction. The modification of the original aug-

cc-pVTZ66�69 basis sets is performed for a set of molecules with
atoms from the first row d-block metals (Figure 1, described in
detail in the following subsection). This set is henceforth referred
to as “training set 1”. Using this training set, the original basis sets
are gradually decontracted. After decontraction, we add tight func-
tions in an even-tempered manner as described in earlier
work,51�57 starting with s-type functions. From the fully decon-
tracted basis set, augmented with a sufficient number of tight
s-type functions, we create two series where the first has tight
p-type functions and the second, tight d-type functions. The tight
p- and d-type functions which have a non-negligible effect on the
hyperfine coupling tensor are included in the final basis sets. The
uncontracted primitives and additional tight functions are recon-
tracted using the molecular orbital coefficients of metal s-, p-, and
d-character for the molecules in training set 1. To avoid bias in the
final basis sets, the MO coefficients are compared to MO coeffi-
cients from a second set of molecules, henceforth denoted “training
set 2” (Figure 2). Care has been taken to include metal complexes
with very distinct ligand environments in the two training sets. To
compare the MO coefficients from orbitals in the reference com-
pounds (compounds in training set 1) and the correspondingmetal
complex in training set 2, the MOs must be renormalized. This is
necessary as the orbitals with metal character also might contain
some “contamination” of ligand orbitals, which will differ between
training sets 1 and 2. Using the orbital of 1s character in TiF3 as an

Figure 1. Training set 1 used for construction of the aug-cc-pVTZ-Juc basis set.
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example, the renormalization is done by using the ratio between the
largest MO coefficient within the s primitive functions, comprising the 1s
metal orbital and the corresponding metal s primitive MO coefficient in
training set 2. All MO coefficients for s-type primitives within the
orbital of metal 1s character in the reference compound are multi-
plied by this ratio. This method is repeated for orbitals of 2s and
3s, 2p and 3p, and 3d character. The renormalized coefficients are
shown in Figures 9, 10, and 11. Despite this procedure being ne-
cessary to allow for a strict comparison, it has in fact little practical
implication, as the original s-, p-, and d-type function coefficients
and the renormalized coefficients are very close to each other.
For the 2p and 3p orbitals, one must choose between three

orbitals, px, py, or pz. A similar problem occurs in the contraction
of the five d orbitals. Generally, the orbital with the largest p or d
character is chosen, deemed from the MO coefficient sum of
squares. For the p orbitals, this makes little difference, as the sum
of squares are similar for all three orbitals and in all cases the pz
orbital is chosen. For the d orbitals, there is some difference in the
sum of squares, and these have been investigated in detail.
Molecular Training Sets. The molecular geometries used are

equilibrium geometries, optimized using the Gaussian program70

with the BP86 functional and a TZVP basis set from the Ahlrichs
group.71,72 For all molecules in the two training sets, very tight
SCF convergence criteria and an ultrafine grid were used under
optimization. Second-order derivatives were calculated analyti-
cally, and the absence of imaginary frequencies was used to con-
firm the minimum character of the optimized structures. Three
requirements have been used in the selection of molecules for
training set 1 and training set 2. First, the molecules should be
experimentally well-established and preferably also have been in-
vestigated experimentally using EPR techniques. Second, the train-
ing set as a whole should be varied and represent a wide range of dif-
ferent ligands and coordination environments. Third, themolecules
comprising training sets 1 and 2 should be computationally feasible.
The last requirement naturally means that compromises between
the two other requirements must bemade. The scandium and zinc
atoms imposed a particular challenge since they most often are
foundwith empty or full d shells, respectively. Accordingly, they do
not often show EPR activity, unless bounded to a radical ligand.
Here, Sc(CN)2 and Zn(Me2N2C2H2)Cl are used in training
set 1. Sc(CN)2 is a rare d1 EPR-active scandium system and
has been identified using EPR in the gas phase. Zn(N2C2Me2)Cl is
a model of the complex Zn(tBu2N2C2H2)Cl which has been

shown to be EPR-active73 due to a radical ligand. In training set 2,
ZnF has been identified in the gas phase74 and in a frozen neon
matrix,75 and the Zn hyperfine coupling tensor has been deter-
mined both experimentally74 and theoretically.76,77 Sc(CO)6 has
not been observed but is used here to represent low-valent organo-
metallic compounds of the early d-block. TiF3 has previously been
investigated with DFT by several groups36,41,42,78,79 and experi-
mentally by DeVore and Weltner80 (EPR) and Hastie et al.81 (IR).
The spin Hamilton parameters of the corresponding titanium
complex in training set 2, [Ti(H2O)6]

3+, have also been investi-
gated experimentally,82 although it was not possible to resolve
the hyperfine coupling to the titanium center. The structure of
[Ti(H2O)6]

3+ is known from X-ray crystallography on Ti3+-doped
host lattices.83 The oxo complexes of vanadium and chromium in
training set 1 were chosen, as they are biologically and industrially
important while simultaneously being representative for the co-
ordination chemistry of early d-block metals.84 Structural85,86

(X-ray crystallography) and magnetic data,87,88 including EPR,
exist for both compounds. Further, the EPR parameters of V(O)-
(acac)2 have been investigated with DFT by Saladino and
Larsen89 and by Neese.20 EPR and crystallographic data also
exist for V(S2C2H2)3

90 in training set 2, whereas the chromium
compound in this training set, [Cr(CO)4]

+, has only been
identified by EPR in a solid krypton matrix.91 Likewise, MnO3

has been matrix isolated and identified by EPR,92 but no other
structural data exist. This molecule is known to be a difficult case
and was also included in the training sets of Munzarov�a and
Kaupp36,93 and by Kossmann et al.41 in their large studies of DFT
functionals and their performance in prediction of hyperfine
coupling parameters. It should be pointed out that we use C3v

symmetry for MnO3 contrary to other studies,36,41,93 which use
D3h symmetry. With the BP86 functional, the D3h geometry
resulted in a structure with one imaginary frequency, correspond-
ing to a bending motion toward C3v, while the frequency analysis
shows only real and positive frequencies for the C3v equilibrium
structure. For [Mn(N)(CN)4]

�, which is used in test 2, experi-
mental hyperfine couplings have also been determined.94 The EPR
parameters of [Mn(N)(CN)4]

� have further been investigated by
DFT.36,42 With respect to the iron compounds in training sets 1 and
2, trans-Fe(en)2Cl2 has not been isolated. It is used as a model for
Fe(tmen)2Cl2, which has been crystallographically characterized.95

In the model, we use the same spin state (S = 3/2) as for the original

Figure 2. Training set 2 used under recontraction of the aug-cc-pVTZ-Juc to the aug-cc-pVTZ-J basis set.
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complex. The structure96 and EPR parameters97 of Fe(NO)-
(Me2dtc)2 in training set 2 are known, and the latter have also been
subjected to theoretical investigation.98 The complexes Co(acacen)
and [Co(Cp)(CO)2]

� have bothbeen investigated usingEPR99�101

and for Co(acacen) also using X-ray crystallography.102 Theore-
tical investigations of EPR parameters for Co(acacen) and
[Co(Cp)(CO)2]

� have also been conducted.103�105 Turning to
the nickel compounds, [Ni(mnt)2]

� (training set 1) has undergone
intense investigation, and both structural106 and EPR data107�109

are known. Theoretical data on EPR parameters also exist from
several sources.41,110,111 The corresponding complex in training
set 2 is [Ni(en)3]

2+. This complex has been structurally chara-
cterized,112 but no experimental hyperfine coupling parameters
exists. Finally, the two copper complexes Cu(CO)3 and [Cu(en)2]

2+

both exist. EPR data, including Cu hyperfine coupling tensors, have
been measured.113�115 [Cu(en)2]

2+ has also been studied by X-ray
crystallography.116 The two compounds have also been used for DFT
validation studies of EPR hyperfine coupling tensors36,41,42,117

Uncontraction and Extension of the Basis Sets. For the
molecules in training set 1, the metal hyperfine coupling con-
stants were calculated with the original and uncontracted aug-cc-
pVTZ basis sets. For TiF3, [Cr(O)Cl4]

�, trans-Fe(en)2Cl2, and
[Ni(mnt)2]

� molecules, the decontraction was performed in
three steps, such that s-type functions were decontracted first,
followed by p-type functions, and d-type functions were
decontracted last. The results are shown in Figures 3 and 4.
For the first coordination sphere (the atoms directly coordi-
nated to the metal center), the same type of basis set (including
the level of decontraction) as for the metal was used. Atoms not
directly attached to the metal were always described with the
aug-cc-pVDZ basis without any modifications. Under the ad-
dition of tight s-type functions, tight functions were added on

both the metal and all atoms within the first coordination
sphere, such that the number of added s-type functions always
is the same for metal and the first coordination sphere. This
was done in order to keep the basis set balanced around the
metal center but allows also to investigate whether the aug-cc-
pVTZ-J basis sets are adequate to describe superhyperfine
couplings, i.e., couplings to ligand atoms. The result from these
calculations will appear in a subsequent publication.
Basis Set Recontraction. The calculations used for the basis

set recontractions were done with the same specifications as
under the decontraction. The only exception was the use of the
original aug-cc-pVTZ basis for the first coordination sphere
instead of a fully decontracted basis with added tight functions.
We have in parallel calculations shown that modifications of
the basis sets in the ligand sphere appear to have only a minor
influence on the metal coupling constant.

’RESULTS AND DISCUSSION

BasisSetConvergence.For the compoundsTiF3, [Cr(O)Cl4]
�,

trans-Fe(en)2Cl2, and [Ni(mnt)2]
� the effect onAiso andASD due to

stepwise decontraction of s-, p-, and d-type functionswas investigated
in detail. The three components in the 3� 3 spin-dipolar hyperfine
coupling tensor (in the diagonal representation) are here denoted
A11, A22, and A33. Due to symmetry, two of these components are
equivalent inTiF3 and [Cr(O)Cl4]

� (axial symmetry), and generally

Figure 3. The effect on Aiso of stepwise decontraction of s-, p-, and
d-type functions and further addition of four tight s-type functions for
(a) TiF3 and (b) [Cr(O)Cl4]

�.

Figure 4. The effect on ASD of stepwise decontraction of s-, p-, and
d-type functions and further addition of four tight s-type functions for
(a) TiF3 and (b) [Cr(O)Cl4]

�.
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the figures will be restricted to contain only these two compounds, as
they are the most simple. The conclusions can be generalized to in-
clude trans-Fe(en)2Cl2 and [Ni(mnt)2]

�. The convergence beha-
vior for the isotropic and spin-dipolar coupling tensors are shown in
Figures 3 and 4, respectively. For comparison, the addition of tight
s-type functions is also included in these two figures. Note also that in
the figure with spin dipolar tensors (Figure 4) two axes have been
used, as the individual tensor components can obtain quite different
values. However, the same scale is used on both axes.
The decontraction of s-type functions constitutes by far the

largest contribution to Aiso. Decontraction of p- and d-type func-
tions has sometimes a small effect (usually below 1 MHz). Since
only s-type functions contribute directly to the spin density on the
nucleus, this can be ascribed to a slightly different screening effect
on the (uncontracted) s-type functions from the basis set left with
contracted p- or d-type functions as compared to the basis set
where these functions are uncontracted. As expected from the
detailed work by Kaupp and Munzarov�a on spin polarization
mechanisms,93 decontraction of p- and d-type functions affects
the dipolar term (Figure 4) and is thus generally not negligible for
precise calculations. The effect on Aiso from decontraction of the
individual s-type functions is presumably similar for the com-
pounds Sc(CN)2 V(O)(acac)2, MnO3, Co(acacen), Cu(CO)3,
and Zn(Me2N2C2H2)Cl, for which the decontraction was per-
formed in one step.
The addition of tight s-type functions is less important than

the decontraction of s-type functions, but in order to saturate the
basis set fully with respect to Aiso, the addition of tight functions
is necessary. Although the basis sets for some of the metals in
training set 1 are saturated with a lower number, four tight s-type

functions have been added over the whole series for consistency.
This is also the number of tight s-type functions used in the
construction of aug-cc-pVTZ-J basis sets for p-block elements.51�57

The addition of four tight p-type functions and four tight
d-type functions was not necessary, but inclusion of the first tight
p-type (or d-type) function sometimes shows a small effect. We
have chosen to include therefore one tight p- and one tight d-type
function in the final, uncontracted basis sets (see tables in the
Supporting Information). These are here denoted aug-cc-pVTZ-
Juc in accordance with earlier work.51�57

We have also considered the quadruple-ζ basis set aug-cc-
pVQZ as the underlying basis set. The result of stepwise de-
contraction of this basis set is shown in Figure 5 for the isotropic
part and in Figure 6 for the spin-dipolar part of the hyperfine
coupling tensor. Although decontraction of the s-type functions
has a smaller effect on Aiso than with aug-cc-pVTZ basis sets, it is
still by far the most important step in the decontraction. p- and
d-type functions are again primarily important for the spin-di-
polar part. Regarding the addition of s-type functions, three tight
s-type functions are included, which again leads to basis sets
similar to the main group atoms.51�57 The addition of tight
p- and d-type functions has little or no effect on Aiso and ASD. As
was the case in the aug-cc-pVTZ-Juc basis sets, one tight p- and
d-type function has been included in the final aug-cc-pVQZ-Juc
basis sets. The aug-cc-pVQZ-Juc basis sets will not be considered

Figure 5. The effect onAiso of stepwise decontraction of s-, p-, and d-type
functions and further addition of four tight s-type functions using aug-cc-
pVTZ and aug-cc-pVQZ basis sets for (a) TiF3 and (b) [Cr(O)Cl4]

�

(TPSS results).

Figure 6. The effect on ASD of stepwise decontraction of s-, p-, and
d-type functions and further addition of four tight s-type functions
using aug-cc-pVTZ and aug-cc-pVQZ basis sets for (a) TiF3 and
(b) [Cr(O)Cl4]

�(TPSS results).
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further here, as they become too large for most purposes and the
gained accuracy compared to the aug-cc-pVTZ-Juc basis sets is
quite small, c.f., Figures 5 and 6.
Basis Set Recontraction. In order reduce the size of the aug-

cc-pVTZ-Juc basis set and to use it consistently with the pre-
viously developed aug-cc-pVTZ-J basis sets for lighter atoms, the
uncontracted basis sets must be recontracted. As described
previously,51�57 we use MO coefficients from a training set of
molecules as contraction coefficients. In this work, the molecules
in training set 1 are used. The recontraction has been done for the
s-, p-, and d-type functions, separately with careful consideration
of the effect on the coupling constant. This is shown for Aiso in
Figure 7. Contrary to the decontraction study in the previous
section, the investigation of how strongly the basis sets could be
recontracted was performed for all molecules in training sets 1
and 2. This more extensive investigation was carried out since the
effect of recontraction on Aiso was found to be very sensitive to
both the used functional and the metal in question. Figure 7
shows a representative set of scenarios for four different mole-
cules containing the metals Ti, Cr, Fe, and Ni. It can be seen that
by recontracting the s-type functions from (25s) to [17s], using a
general contraction scheme where the first 11 primitive s func-
tions (with largest exponents) are contracted to three functions,
all metals keep an accurate s-type function basis set. This
contracted basis set is still converged with respect to Aiso, also
for the metals not shown here (see the Supporting Information).
More primitive s-type functions could have been included in the
contracted functions for Ti and Cr (and some of the other metals,

as shown in the Supporting Information), but the chosen con-
traction scheme is preferred since it is consistent over the d-block.
The effect on ASD is much more uniform and not nearly as de-

pendent on functional and metal as Aiso (Figure 8). The focus
is therefore in the following only on TiF3 and [Cr(O)Cl4]

�, as
these compounds have again the simplest spin dipolar tensors,
while still being representative for all of themetals.ASD can be de-
scribed with good accuracy with a (17p) to [10p] general con-
traction, where the 10 primitives with highest exponents have
been contracted to two functions. Finally, the d-type functions
are described by a (10d) to [7d] general contraction, with the
four steepest primitive d functiones contracted to one function.
The method of using MO coefficients from a training set as

basis set contraction coefficients has been criticized for leading to
final basis sets with a bias toward the molecules within the train-
ing set.47 Despite this concern being reasonable, it will be shown
here by comparing coefficients obtained with training sets 1 and
2 that such bias is of little or no importance for the final basis sets.
As an illustration, the molecular orbital coefficient of the orbitals
with 1s, 2s, and 3s character are shown for TiF3 in Figure 9.
Included in this figure are also the orbitals of 1s, 2s, and 3s charac-

ter for [Ti(H2O)6]
3+. Obviously, the compound [Ti(H2O)6]

3+

has both different coordination geometry and also different ligands,
compared to the reference compound (TiF3). However, the
titanium s-type function coefficients in TiF3 and [Ti(H2O)6]

3+

are very similar. This is not very surprising for the inner orbitals
1s and 2s, but even for the 3s orbital, which lies just below the
valence orbitals, the coefficients are still almost identical. Figure 10
compares the TiF3 and [Ti(H2O)6]

3+ MO coefficients for the

Figure 7. The effect on Aiso upon recontraction for (a) TiF3, (b) [Cr(O)Cl4]
�, (c) trans-Fe(en)2Cl2, and (d) [Ni(mnt)2]

�. The red labels indicate the
chosen recontraction scheme for the final basis sets.
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primitive Ti pz orbitals in the MOs of 2p and 3p character on
titanium. The same conclusion as for the s-type functions is
reached: For the 2p and even for the 3p orbital, the coefficients are
almost identical and thus apparently rather independent of the
compound. Closer analysis shows, however, that differences in
MO coefficients are larger for the more diffuse orbitals, while pri-
mitives with large exponents always have almost identical coeffi-
cients.Only the d orbitals show slightly differentMOcoefficients for
the primitives (see Figure 11). But the d orbitals are in general more
difficult, as they comprise the valence electrons. Accordingly, the d
shell is usually partly filled, and it is not always possible to use the
same d orbital in the reference compound (from training set 1) as in
the corresponding compound in training set 2. Therefore, only the
first four primitives are included in the contraction, as the MO
coefficients for these are almost identical.
We have carefully tested all other molecules in training sets 1

and 2 in this manner and reach the same conclusions as for TiF3
and [Ti(H2O)]

3+. With the great span of metals and different
ligand spheres in these two training sets, we thus conclude that
themethod of usingMO coefficients as recontraction coefficients
leads to basis sets with little or no bias. As a final comment on this
matter, we did also perform a calculation with theMn2+ ion. This
calculations showed the coefficients to vary little between mole-

cules and atoms, but to establish this relationship more firmly,
more extensive calculations using several ions or neutral atoms
would be needed.
Dependence on Exchange-Correlation Functional. Con-

traction Coefficients. For the compounds TiF3, [Cr(O)Cl4]
�,

trans-Fe(en)2Cl2, and [Ni(mnt)2]
�, the effect of using different

functionals on the values of the contraction coefficients was
investigated in some detail. In line with other studies onmain group
atoms,47,57 this turned out to be of little importance. As an example,
the MO coefficients for the titanium p- and d-type primitives in
orbitals of 3p and 3d character are shown in Figure 12. The same
pattern as in Figure 12 is seen for the other three compounds.
Hyperfine Coupling Constants. It is noted by comparing

Figure 3a and b that the metal isotropic hyperfine coupling tensor
is very sensitive to the used functional, although this dependence
again depends on the metal in question. Thus, a much wider span
in the final hyperfine coupling constants arises from the
four applied functionals for TiF3, compared to [Cr(O)Cl4]

�.
As can be seen from the tables collected in the Supporting
Information, the span in the final Aiso values for the four different
functionals is very different across the series of 3d metals.
However, the convergence behavior in the basis sets is always
completely similar for all of the functionals used. This is also the
case for the dipolar couplings, although the final values in ASD

depend much less critically on the applied functional (here, the
spans are within 2 MHz).

Figure 8. The effect on ASD upon recontraction for (a) TiF3 and
(b) [Cr(O)Cl4]

�. The red labels indicate the chosen recontraction
scheme for the final basis sets.

Figure 9. (a) The first 14MO coefficients for Ti s-type primitives in the
orbitals with 1s, 2s, and 3s character for Ti (logarithmic scale). (b) The
full range of all 25 s-type primitives where the first four are the added
tight functions and the remaining 21 from the original aug-cc-pVTZ
basis set (TPSS results). The primitive functions with red labels are the
primitives used in the recontractions.
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In the case of MnO3, inclusion of exact exchange occasionally
leads to complete detoriation of the results, and for this special
case, hybrid functionals are not recommended. The same con-
clusionwas reached byKaupp andMunzarov�a93 even though they
used a different equilibrium geometry (D3h). The equilibrium
geometry itself of thismolecule is also very dependent on the used
functional; where the hybrid functional B3LYP leads to an equi-
librium structure ofD3h symmetry, the BP86 functional used here
leads instead to a C3v equilibrium geometry.
The difference in the effect of recontraction upon both Aiso

and ASD is also quite pronounced. Here, meta-GGA functionals
are found to be most sensitive to the level of recontraction, and a
much more conservative choice of recontraction scheme must be
chosen when such functionals are used. Detailed investigation of
the underlying mechanisms are currently being undertaken.

’COMPARISON WITH EXPERIMENT

A comparison of measured hyperfine coupling constants with
results of calculations at equilibrium geometries is not trivial, as
both environmental effects from solvation and ro-vibrational con-
tributions can have substantial effects on the calculated values.
Furthermore, for transition metals also relativistic effects can be

important. Nevertheless, some of the compounds from training
set 1, where the hyperfine coupling has been resolved from the ex-
perimental EPR spectrum, are here compared to the calculated

Figure 10. (a) The first nine MO coefficients for titanium p-type pri-
mitives in the orbitals of titanium 2pz and 3pz character (logarithmic
scale). (b) The full range of all 17 p-type primitives where the first is the
added tight function and the remaining 16 are from the original aug-cc-
pVTZ basis set (TPSS results). The primitive functions with red labels
are the primitives used in the recontractions.

Figure 11. The 10MO coefficients for titanium d-type primitives in the
orbitals of titanium 3dz2 character. The first function is the added tight
function, and the remaining nine are from the original aug-cc-pVTZ
basis set (TPSS results). The primitive functions with red labels are the
primitives used in the recontractions.

Figure 12. MO coefficients for Ti p- and d-type primitives in the or-
bitals of 3p (a) and 3d (b) character for TiF3. The primitive functions
with red labels are the primitives used in the recontractions.
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hyperfine couplings in Table 1 (see also Supporting Information).
The original aug-cc-pVTZ and the core-correlation basis set aug-
cc-pCVTZ are also included for comparison. Although the aug-cc-
pCVTZ basis sets lead to some improvement over the original
aug-cc-pVTZ basis sets, the results are still quite far from the con-
verged aug-cc-pVTZ-J basis set results (all results in Table 1 are
obtained with the TPSS functional). For most of the shown ex-
amples, reasonable qualitative agreement is obtained between
experimental hyperfine coupling tensors and the aug-cc-pVTZ-J
basis set results. Nevertheless, it is clear that more work is needed
to obtain quantitative agreement between theory and experiment.

The compoundMnO3 is of some interest, since the functional
used for geometry optimization (BP86) yielded a C3v structure,
rather than the experimentally observed D3h structure, while the
B3LYP functional leads to the D3h structure. However, the ex-
perimental structure is deduced from the size of the 55Mn
hyperfine coupling alone, and the studies presented here show
that couplings of similar magnitude are calculated from a C3v

equilibrium structure. A detailed study of the MnO3 equilibrium
structure is beyond the scope of this work, but these observations
definitely call for further investigations.

’CONCLUSIONS

The aug-cc-pVTZ-J series of basis sets has been extended to
the 3d metals Sc�Zn. First, the convergence of the Fermi-con-
tact and spin-dipolar terms (Aiso and ASD) was investigated with
respect to decontracting the s-, p-, and d-type functions in the
original aug-cc-pVTZ basis sets and then further with respect to
the addition of tight s-, p-, and d-type functions. As discovered for
the main group elements, the original aug-cc-pVTZ basis sets are
too contracted in the s shells to describe core properties.118 The
training set used in the generation of the basis sets consistedmainly
of experimentally well-known compounds, which often also have
been studied using EPR techniques.

In order to prevent bias toward a particular exchange-correlation
functional, we have employed four different functionals.
Although there were found to be quite substantial differences
in the final predicted values of especially Aiso, the convergence of
the results with respect to decontraction of the basis sets and the

addition of tight functions was generally not dependent on the
employed functional. A modification of aug-cc-pVTZ (uncon-
tracted) with four added tight s-type functions, one tight p-, and
one tight d-type function was found to give a hyperfine coupling
tensor which was saturated with respect to the basis set. This basis
set is denoted aug-cc-pVTZ-Juc, which comprises a 25s17p10d3f2g
set of functions. These uncontracted basis sets have been
recontracted to the final aug-cc-pVTZ-J basis sets according to
(25s17p10d3f2g)/[17s10p7d3f2g] and using a general contrac-
tion scheme. MO coefficients from the molecules in a training set
(training set 1) were used as contraction coefficients. By care-
ful comparison with a second training set (training set 2), it could
be shown that a possible bias toward the molecules in training set
1 largely was avoided. Furthermore, the obtained coefficients have
been shown to be insensitive to the functional used. Future work
will be directed to benchmark the final aug-cc-pVTZ-J basis sets
against a larger compilation of systems with experimentally
known hyperfine coupling constants employing a larger set of func-
tionals and also high-level ab initio methods.

’ASSOCIATED CONTENT

bS Supporting Information. Detailed tables of the calcu-
lated hyperfine coupling constants (experimental data is included
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Internet at http://pubs.acs.org.
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ABSTRACT: Indole is a chromophore present in many different molecules of biological interest, such as the essential amino acid
tryptophan and the neurotransmitter serotonin. On the basis of CASPT2//CASSCF quantum chemical calculations, the
photophysical properties of the system after UV irradiation have been studied through the exploration of the potential energy
hypersurfaces of the singlet and triplet low-lying valence excited states. In contrast to previous studies, the present work has been
carried out without imposing any restriction to the geometry of the molecule (C1 symmetry) and by performing minimum energy
path calculations, which is the only instrument able to provide the lowest-energy evolution of the system. Relevant findings to the
photophysics of bare indole have been obtained, which compete with the currently accepted mechanism for the energy decay in the
molecule. The results show the presence of a conical intersection (CI) between the initially populated 1(La ππ*) and the

1(Lb ππ*)
state, easily accessible through a barrierless pathway from the Franck�Condon region. At this CI region, part of the population is
switched from the bright 1(La ππ*) state to the

1(Lb ππ*) state, and the system evolves toward a minimum structure from which the
expected fluorescence takes place. The reported low values of the fluorescence quantum yield are explained by means of a new
nonradiative mechanism specific for the 1(Lb ππ*) state, in which the presence of an ethene-like CI between the (Lb ππ*) and
ground states is the main feature.

’ INTRODUCTION

Due to their omnipresence in biological systems, the research on
proteins has always been a field of enormous importance in almost
every branch of bioscience. Regarding their photophysical proper-
ties, the main features of the near and far ultraviolet spectra of
proteins have been reported in the regions between 220 and 190 nm
(5.64�6.53 eV) and around 280 nm (4.43 eV).1,2 This behavior is
explained in terms of their constituents and in particular by the
presence of aromatic amino acids [phenylalanine (Phe), tyrosine
(Tyr), tryptophan (Trp), histidine (His)] whose photophysics deter-
mine the global response of proteins toUV radiation.Within the cited
aromatic amino acids, the study of tryptophan has attracted special
attention since it undoubtedly constitutes themost important emissive
source in polypeptides, and its photophysical response is highly
sensitive to the local microenvironment. The study of tryptophan is
then relevant both to explain the global photophysics ofmanydifferent
proteins and to evaluate the potential of this amino acid as a useful
probe of local environment and dynamics in proteins.3 The chromo-
phore group of tryptophan is indole (see Figure 1), which is also
present in many different molecules of biological interest, like the
neurotransmitter serotonin. A complete and correct description of the
photophysical behavior of indole is consequently not only a matter of
fundamental knowledge, but it constitutes the basis toward the
understanding of the UV-induced processes taking place in more
complicated related compounds.

Many experimental4�20and theoretical21�27 studies have been
performed on bare indole. The analysis of the gas-phase absorption
spectrumof themolecule in the low-energyUV range has shown the
contribution of two electronic transitions, one responsible for the

sharp peak at 4.37 eV4�8 and the other related to a broad continuum
peaking around 4.77 eV.7,9 These transitions have been assigned to
two low-lying ππ* valence singlet excited states which have been
labeled, according to the Platt’s nomenclature,28 as 1(Lb ππ*) and
1(La ππ*). The

1(La ππ*) state is characterized by a higher dipole
moment, 5.4 D,11 in comparison with the values for 1(Lb ππ*) and
the ground state, equal to 2.312 and 2.09 D,13 respectively. Theore-
tical calculations were able to properly describe the absorption
maxima measured in the experiments. Serrano-Andr�es and Roos,22

by using the complete active space self-consistent field/multiconfi-
gurational second-order perturbation theory (CASSCF/CASPT2)
methodology, reported the vertical excitation energies of the
1(Lb ππ*) and

1(La ππ*) states at 4.43 and 4.73 eV, respec-
tively, in agreement with the experimental data. Regarding band
origins, the value related to the 1(Lb ππ*) state was identified by
means of the analysis of the fluorescence excitation and emis-
sion spectra of the system and is considered to be coincident to
the reported absorption maximum at 4.37 eV.7 The 1(La ππ*)
band origin was more problematic, since its location was for a
long time hampered by the vibronic structure of the 1(Lb ππ*)
state. Finally, the value was measured at 4.54 eV by means of
site-selected fluorescence excitation in solid Ar matrices.10 Such
data have been also corroborated by the theoretical works of
Serrano-Andr�es, Roos, and Borin.22,25

Both theoretical and experimental studies on indole indicate
that most of the molecules reach the 1(La ππ*) state after UV
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irradiation. The oscillator strength (f) associated to the corre-
sponding transition has been found to be larger than the value
obtained for the 1(Lb ππ*) state.

22,24 Subsequently, the popula-
tion of the initially bright state is transferred to the 1(Lb ππ*)
state, as previously shown by Brand et al.,20,21 which is expected
to be the responsible for the fluorescence spectra of indole in the
gas phase.22 An interesting photophysical property of the system
observed in the experiments is the dramatic decrease of the
fluorescence quantum yield with the increase of the excitation
energy.14 This points out the presence of an efficient nonradia-
tive decay path only accessible when the molecule is irradiated
with an extra energy. In order to explain such behavior, Sobolewski,
Domcke, and co-workers23,26,27 proposed a nonradiative relaxation
mechanism based on the topology of the potential energy hyper-
surfaces (PEHs) of a dark πσ* electronic state as a function of the
proton-detachment coordinate of the NH group, which provides a
plausible radiationless decay path whose importance has been also
highlighted experimentally.15,16

Such global scenario of the radiative and nonradiative
properties of indole has been accepted by many theoretical
and experimental groups during the last decades, although a
totally unconstrained theoretical research on the evolution of
the initially populated 1(La ππ*) state has not been carried out.
Most of the cited works were in fact performed by constraining
the molecule to planarity, i.e., imposing Cs symmetry, and no
minimum energy paths (MEPs)29,30 have been accounted for.
In the studies carried out by Serrano-Andr�es, Roos, and Borin,22,24,25

the geometry for the emissive species was obtained by the standard
optimization procedure, a strategy not able to show the presence or
not any barrier between the Franck�Condon (FC) region and the
excited-state minimum structures. On the other hand, Sobolewski,
Domcke, and co-workers23,26,27 explored the PEHs profile only
along the proton-detachment coordinate of the NH group,
through the optimization of different structures each with a fixed
value of the NH bond distance.

In the present contribution, by using the current state-of-the-
art computational strategies, we have obtained the unconstrained
evolution of the system, allowing to relax all possible degrees of
freedom of the molecule. The MEP technique with mass-
weighted coordinates has been employed. This procedure is in
fact the only computational tool able to describe the adiabatic
evolution of a state, providing (if present) a steepest descendent
path which consequently will constitute the most favorable decay
experimented by the system. Our results clearly identify as
primary process upon the population of the brightest excited
state [the 1(La ππ*) state] a switch to the lowest excited state
1(Lb ππ*) driven by the presence of a conical intersection,
reported recently by Brand et al.20,21 In addition, the analysis
performed without imposing any symmetry constraint to the
system allows to find and characterize a nonradiative decay

process particular to the 1(Lb ππ*) state, which is mediated by
an nonplanar ethene-like CI31,32,39 between 1(Lb ππ*) and the
ground state. This radiationless decay path rationalizes the
experimental observations, complementing the current estab-
lished mechanism for energy-decay in the indole molecule, and
contributes therefore to the elucidation of the global response of
bare indole to UV radiation.

The results are presented in five sections. First, the low-lying
singlet and triplet excited states involved in the photophysics
of indole are analyzed. In the second section, evolution of
the system after excitation to the brightest low-lying excited state
without any excess energy is elucidated by the description of the
so-called main decay path. Next, two additional decay paths
are described. In section four, a new nonradiative decay mechan-
ism specific for the 1(Lbππ*) state is considered in detail. Finally,
the photophysics of the two low-lying triplet valence excited
states is briefly discussed.

’METHODOLOGY

The present study has been performed by using the well-
tested CASPT2//CASSCF methodology33�36 as implemented
in the MOLCAS 7.4 software.37 Optimized structures and
minimum energy paths have been then calculated at the multi-
configurational CASSCF level, and at the geometries so ob-
tained, the dynamic correlation effects have been taken into
account in the energies by performing second-order multi-
configurational CASPT2 calculations. All computations have
been performed by imposing no restrictions to the symmetry of
the molecule (C1 symmetry); out-of-plane geometry distor-
tions were therefore allowed. Two basis sets of atomic natural
orbital (ANO) of S- and L-type contracted to C,N [4s,3p,1d]/
H[2s1p], have been employed resulting in similar conclusions.
The results reported here correspond to the higher level of
theory, that is, employing the latter basis set. The whole π
system of the molecule has been considered in the active space.
Thus, it comprises six π orbitals of the benzene ring plus two
π orbitals of the pyrrole ring and the π orbital of the nitrogen atom,
together with the corresponding 10 electrons [CASSCF(10,9)]. As
the CASPT2//CASSCF methodology is strongly determined not
only by the size of the active space but also by the shape of the
orbitals employed, for the sake of clarity, a picture of the active
orbitals is reported in Figure S1, Supporting Information. Within
the CASPT2 calculations, an imaginary level-shift correction of 0.2
au has been used in order to avoid the presence of intruder states.
The CASPT2 standard zeroth-order Hamiltonian has been used
as originally implemented.34 The core orbitals have been frozen in
the CASPT2 calculations. Such CASPT2 approach has been
validated during the last decades in many different studies on
organic molecules providing a correct description and interpreta-
tion of the photophysical experimental data.38,39 As highlighted
above, research of the evolution of the valence excited states has
been performed by means of MEP calculations.29,30 Mass-
weighted coordinates have been used. This technique provides
(if present) a steepest descendent path, in which each step is built
by the minimization of the energy on a hyperspherical cross
section of the PEH centered on the initial geometry within a
predefined radius. The importance and reliability of results
obtained using such a computational tool have been proven in
many different studies which confirm MEP calculations as a
valuable procedure for the description of the photophysics and
photochemistry of a molecule.40,41 CIs not obtained along MEPs

Figure 1. Indole structure and atom labeling.
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calculations have been computed by using the restricted Lagrange
multipliers technique, as included in theMOLCAS 7.4 package in
which the lowest-energy point is obtained under the restriction of
degeneracy between the two considered states.37

’RESULTS AND DISCUSSION

FC Geometry: Singlet and Triplet Valence Excited States.
Optimization of the ground state of indole with a totally
unconstrained approach leads to a planar geometry, labeled
1(gs)min. The frontal and side views of this structure are depicted
in Figure 2, and the most significant bond lengths and angles are
compiled in Table 1. All these structural parameters are in
agreement with previous results obtained by Serrano-Andr�es
and Roos.22 At the geometry of this minimum, 1(gs)min, a vertical
CASPT2//CASSCF calculation of the low-lying six singlet
excited states has been undertaken in order to study the absorp-
tion properties of the molecule in the FC region. For the sake of
completeness, the lowest triplet excited states have been also
computed. Only valence excited states have been considered
since the present study is focused on the photophysics of indole,
which is mainly determined by the valence electronic structure of
the molecule. Analysis of nonpure valence excited states has been
provided elsewhere.22,23,26,27 For instance, Serrano-Andr�es and
Roos studied the nature of several low-lying excited states and
the corresponding excitation energies by using extended basis
sets, including Rydberg basis functions.22 The two lowest
excited states, which will be the ones studied in the present
work, have been determined to be valence states. The analysis

of the orbitals involved in the excitations related to these low-
lying valence excited states has been carried out here to
establish their nature. According to the Platt’s nomenclature,28

the valence states of interest can be described in terms of the
natural orbitals (NOs) topologically equivalent to the highest
occupied molecular orbital (HOMO) and lowest unoccupied
molecular orbital (LUMO). Thus, the CASSCF wave function
basically described by the minus linear combination of the
HOMO (H)f LUMO (L) + 1 (25%) and H � 1f L (47%)
configurations is identified as the 1(Lb ππ*) state, while the
CASSCF wave function mainly composed by the Hf L (56%)
one-electron promotion is recognized as the 1(La ππ*) state.
The computed CASPT2 energies show that the 1(Lb ππ*) and
1(La ππ*) states are the lowest ππ* valence singlet excited
states, placed vertically (EVA) at 4.36 and 4.79 eV, respectively
(see Table 2). The results are in agreement with the available
experimental data.1,2,4,5,7,9 Table 3 compiles in addition the
computed oscillator strengths (f) and dipole moments (μ) for
the 1(Lbππ*) and

1(Laππ*) states. According to the results, the
latter is predicted to be the bright state upon UV irradiation.
The calculated dipole moment, μ, at the FC region is also
consistent with the experimental findings.11�13 The 1(Lb ππ*)
state has a low μ (1.55 D), similar to the value obtained for the
ground state (1.81 D), while 1(La ππ*) is characterized by a
high μ (6.07 D), which is more than three times larger with
respect to the former.
Rydberg states are not described here, and for this reason, the

basis set employed in our calculations does not include the

Figure 2. Frontal and side views of the CASSCF optimized structures of indole. CC and CN bond lengths (in Å) are also shown.
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required Rydberg-type functions to treat properly such states.
Some calibration computations have been performed by locating
at the center of mass Rydberg basis functions, which have been
built specifically for the indole molecule (see Table S1, Support-
ing Information). The results obtained ensure an accurate
description of the 1(Lb ππ*) and

1(La ππ*) states by means of
the basis set without diffuse functions. In addition, the work
carried out by Serrano-Andr�es and Roos22 on the theoretical
study of the absorption spectrum of indole proved that the lowest
Rydberg state appears vertically at 4.85 eV with respect to the
ground-state energy, and our calculations show that only the
1(Lb ππ*) and

1(La ππ*) singlet excited states have a EVA lower
than 5.00 eV. Consequently, only the evolution of these two low-
lying singlet valence excited states is analyzed in the next sections.
Regarding triplet excited states, the five low-lying computed

roots present EVA values lower than 5.00 eV, and therefore these
states have been taken into account in the photochemical
description of the system. As for the singlet excitations, the
nature of the triplet states has been identified by inspection of the
respective CASSCF wave functions, and each of them has been
labeled by using Platt’s nomenclature.28 The overall results for
the triplet states, together with those related to 1(Lb ππ*) and
1(La ππ*), are summarized in Table 3. In contrast to the singlet

states, the 3(La ππ*) has a lower EVA than
3(Lb ππ*), and both of

them have dipole moments similar to that of the value obtained
for the ground state.
Main Decay Path. From the analysis of the oscillator strength,

it is possible to assert that most of the molecules reach the
1(La ππ*) state after UV irradiation (the calculated f of the
1(Lbππ*) and

1(Laππ*) states are 0.018 and 0.078, respectively).
As stated above, from the FC geometry evolution of the initially
populated 1(La ππ*) state has been characterized by means of the
MEP approach with no spatial symmetry constrains. The com-
putational result is a barrierless path leading directly from the FC
region to a CI involving the 1(Lb ππ*) and 1(La ππ*) states,
placed at 4.42 eV with respect to the ground-state minimum,
denoted hereafter as (1La/

1Lb)CIα (see Figure 3). Such degen-
erate region is a converged point on the obtained MEP, and it is
not the lowest-energy point of the crossing seam but the first
funnel that can be reached by the excited molecule, and conse-
quently, the most photophysical relevant crossing point.43 This
CI has been characterized recently by Brand at al.20,21 with an
upper bound of around 4.6 eV at the DFT/MRCI level. An
efficient internal conversion (IC) process mediated by this
CI consequently causes the energy transfer from 1(La ππ*) to
1(Lb ππ*). Actually almost all the MEP points are characterized
by a quite pronounced energy degeneracy between the 1(Lb ππ*)
and 1(Laππ*) states, which suggests that along the decay pathway

Table 1. Calculated and Experimental Bond Lengths and Angles for the Optimized Ground-State Geometry 1(gs)min, the Conical
Intersection (1La/

1Lb)CIα, and the Equilibrium Geometry 1(Lb)min of the Indole Molecule

bondsa 1(gs)min
b (1La/

1Lb)CIα
1(Lb)min

b exptlc anglesa 1(gs)min
b (1La/

1Lb)CIα
1(Lb)min

b exptlc

N1C2 1.376 1.326 1.403 1.377 N1C2C3 109.6 107.7 108.4 111.5

C2C3 1.363 1.427 1.385 1.344 C2C3C9 106.7 106.8 107.8 105.5

C3C9 1.441 1.427 1.420 1.451 C3C9C4 133.9 132.9 133.5 132.2

C9C4 1.405 1.409 1.419 1.412 C9C4C5 118.9 116.9 118.0 114.6

C4C5 1.384 1.415 1.430 1.397 C4C5C6 120.9 122.3 121.7 124.8

C5C6 1.411 1.378 1.446 1.386 C5C6C7 121.2 121.5 120.8 119.7

C6C7 1.385 1.435 1.431 1.399 C6C7C8 117.5 115.0 117.1 116.4

C7C8 1.400 1.390 1.404 1.400 C8N1H 125.7 124.1 125.0

C8 N1 1.372 1.407 1.367

C8C9 1.404 1.401 1.466

N1H 0.990 0.997 0.989
aBonds are in Å and angles in degrees (�). bANO-L type basis set C,N [4s,3p,1d]/H[2s1p], CASPT2//CASSCF(10,9) calculations. cTaken from the
crystal X-ray structure for the ground state of tryptophan (ref 42).

Table 2. Calculated and Experimental Energy (in eV) for the
Low-Lying Excited Valence States of the Isolated Indole
Molecule

theory experimentsc

state EVA
a Te

a EVE
a Amax

b T0
b R. emib

1(Lb ππ*) 4.36 4.11 4.01 4.37 4.37 4.12e/4.36
1(La ππ*) 4.79 4.40 4.07 4.77 4.54
3(La ππ*) 3.42 3.01 2.68 3.3d 3.07f 2.87f

3(Lb ππ*) 4.05 3.83 3.66
aANO-L type basis set C,N [4s,3p,1d]/H[2s1p], CASPT2//CASSCF-
(10,9) vertical excitation energy (EVA), electronic band origin (Te), and
vertical emission energy (EVE).

bMeasured absorption band maximum
(Amax), band origin (T0), and relaxed emission from the excited-state
relaxed geometry (R. emi). cExperiments from ref 1, 2, 4, 5, 7, and 9.
dEstimated excitation energy from the ground stateminimum (see ref 22). e

Experiments from ref 17. fExperimental spectra from ref 18 and 19.

Table 3. Calculated Vertical Excitation Energies at the FC
Geometry (EVA, eV) for the Lowest Valence Singlet and Spin
Forbidden Triplet Excited Statesa

root state EVA f μ

S0 gs 1.81

T1
3(La ππ*) 3.42 1.41

T2
3(Lb ππ*) 4.05 1.76

S1
1(Lb ππ*) 4.36 0.018 1.55

T3
3(Ba ππ*) 4.50 1.83

T4
3(ππ*) 4.74 1.46

T5
3(Bb ππ*) 4.76 5.08

S2
1(La ππ*) 4.79 0.078 6.07

aThe computed dipole moments (μ, D) and the oscillator strengths (f)
for the singlet�singlet transitions are also included.
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from the FC region, the probability of populating the 1(Lb ππ*)
state is high. The equilibrium structure itself of the 1(La ππ*)
state, obtained as the last point of the MEP calculation, hereafter
1(La)min, is placed at only 0.12 eV below 1(Lb ππ*) state and is
almost degenerated with the (1La/

1Lb)CIα point which mediates
the ultrafast relaxation to the 1(Lb ππ*) state. According to these
findings, the 1(La)min structure, with a computed vertical emission
(EVE) of 4.07 eV (see Table 2), is not expected to contribute
markedly to the fluorescence phenomenon in the indole
molecule. This is in contrast with the initial evidence of dual
fluorescence in both polar and nonpolar solvents, based on
measurements of the polarization of the fluorescence bands,44

and supports further experimental findings suggesting that,
while two different states seem to contribute in the lowest-
energy absorption band, only one of them is responsible for the
emission.2,45

Figure 4 displays the results obtained for the MEP from
(1La/

1Lb)CIα. As can be seen in the picture, the 1(Lb ππ*) state

evolves through a steepest descendent path to the equilibrium
geometry, 1(Lb)min. Similar results are obtained by carrying out a
MEP from the 1(La)min structure. At the

1(Lb)min geometry, the
singlet excited state 1(Lb ππ*) is the lowest on the S1 hypersur-
face, and since the system cannot further evolve in a radiationless
manner, we conclude that it is from this region that the emission
takes place. For the S1 state, the computed EVA, the electronic
band origin (Te), and EVE are 4.36, 4.11, and 4.01 eV, respectively
(see Table 2). The present results agree within 0.26 eV with
those obtained by Serrano-Andr�es and Roos,22 being particularly
closer to the experimental data reported by Borisevich et al.17

than to other initial observations.7 In general all the theoretical
and experimental studies result in lower EVA, Te, and EVE values
for 1(Lb ππ*) with respect to the 1(La ππ*) state.
The present optimized 1(La)min, (

1La/
1Lb)CIα, and

1(Lb)min

structures are almost planar (see Figure 2 and Table 1). In both
1(La)min and (1La/

1Lb)CIα, the relative positions of the single
and double bonds are interchanged with respect to 1(gs)min.
Meanwhile the 1(Lb)min geometry reflects electron delocaliza-
tion taking place within the benzene ring.
Additional Decay Paths. In the previous section, the main

decay path on the photophysics of indole has been characterized,
i.e., the primary process that follows the population of the
brightest excited state upon light irradiation. To improve the
description, two other relevant deactivation paths have been
studied and are next analyzed.
The first one is based on the fact that the 1(Lb ππ*) singlet

state can also be initially populated by UV absorption, since the
computed f is not negligible. In order to study such possibility, a
MEP on the 1(Lb ππ*) singlet state has been computed starting
from the FC structure (see Figures 5a). The final point of the
MEP corresponds to the same region previously found along the
main decay path: the 1(Lb)min structure. This new evidence
confirms the relevant participation of the equilibrium structure of
the 1(Lbππ*) state,

1(Lb)min, in the fluorescence phenomenon of
indole.
The second possible deactivation path studied involves an

alternative CI between the 1(Laππ*) and
1(Lbππ*) states, which

will be denoted as (1La/
1Lb)CIβ. This CI region might be

important in the photophysics of indole since its energy with
respect to the ground-state minimum is equal to 4.54 eV, which is
only 0.12 eV above the former CI, (1La/

1Lb)CIα. The new
structure, (1La/

1Lb)CIβ, is therefore placed in a region of the
PEH energetically close to the main decay path that the system is
expected to undertake upon absorption of UV light. As shown in
Figure 2, (1La/

1Lb)CIβ, in contrast to (
1La/

1Lb)CIα, is character-
ized by a pronounced out-of-plane distortion mainly localized on
the HN1 and C2H groups of atoms; the dihedral angle related to
these atoms is equal to �54.5�.
In order to establish the accessibility of this region, which

would give us a hint on the relevance of the CI for the
photophysics of the system, a linear interpolation of internal
coordinates (LIIC) calculation has been performed on both the
1(La ππ*) and the 1(Lb ππ*) states between the FC and
(1La/

1Lb)CIβ structures (see Figure 5b). Such a type of calcula-
tion is able to provide a connected path between two regions of
the PEH, along with the corresponding (if present) barrier,
which constitutes an upper bound to the energy required to reach
the final geometry from the starting one. The so-computed
energy barriers along the 1(La ππ*) and

1(Lb ππ*) manifolds
from the FC region to the (1La/

1Lb)CIβ geometry are 0.43 and
0.26 eV, respectively. These values show that the (1La/

1Lb)CIβ

Figure 3. Evolution of the ground and two lowest singlet excited states
for indole from the FC geometry along the 1(La ππ*) MEP computed at
the CASPT2//CASSCF(10,9)/ANO-L C,N [4s,3p,1d]/H[2s1p] level.
The corresponding CASSCF MEP can be found in Figure S2, Support-
ing Information.

Figure 4. Evolution of the ground and two lowest singlet excited states
for indole from the (1La/

1Lb)CIα conical intersection along the
1(Lb ππ*) MEP computed at the CASPT2//CASSCF(10,9)/ANO-L
C,N [4s,3p,1d]/H[2s1p] level. The correspondingCASSCFMEP can be
found in Figure S3, Supporting Information.
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region might be accessible after UV-irradiation at least from the
1(Lb ππ*) state. An energy barrier of 0.1�0.2 eV is in fact
normally considered a small barrier, although only dynamics
studies of the system can actually provide such conclusion.
According to the suggested plausible accessibility of the

(1La/
1Lb)CIβ region upon UV irradiation, the evolution of the

system from this CI has been also studied to give a complete
description of the photophysics of bare indole. A MEP calcula-
tion shows that the 1(La ππ*) state will evolve from the
(1La/

1Lb)CIβ region to the previously characterized 1(La)min

structure (see Figure 5c). Although the path on the 1(La ππ*)
PEH connecting the structures has been obtained through the
use of the MEP technique, the correction introduced in energies
by means of the CASPT2 computations results in a small barrier
of 0.22 eV. This result further points out the importance of taking
into account the correlation effects associated with the instanta-
neous short-range electron�electron interaction in order to give
a correct description of excited-state PEHs. Due to the low value
of the barrier obtained at the CASPT2 level, we conclude that the
1(La ππ*) state will decay to the

1(La)min structure, from which,
as previously stated, the system might evolve to the 1(Lb)min

equilibrium geometry. For the sake of completeness, from the
(1La/

1Lb)CIβ point the behavior of the
1(Lb ππ*) state has also

been studied by means of computing the corresponding MEP
(Figure 5d). The evolution of the 1(Lb ππ*) state from the
(1La/

1Lb)CIβ region leads to an equilibrium geometry which
belongs again to the region on the PEH of S1 previously
identified as responsible for the fluorescence produced by the
system: the 1(Lb)min emissive structure.

In summary, all the secondary photophysical events analyzed,
derived from the population of the 1(Lb) state at the FC region or
from the access of the (1La/

1Lb)CIβ structure after light absorp-
tion, drive the system toward the equilibrium region on the S1
PEH, 1(Lb)min, which is assigned the fluorescence feature of bare
indole.
Nonradiative Decay Process toward the Ground State.We

have shown that the photophysics of indole is characterized by
different decay paths leading to the 1(Lb)min equilibrium struc-
ture, from which the molecule is predicted to emit light. Never-
theless, the intensity of the fluorescence band has been observed
in several experiments to be sensitive to the excitation energy
and the experimental conditions. In particular, the fluorescence
quantum yield of bare indole drastically decreases as the excita-
tion energy provided to the system increases.14 The loss of
fluorescence emission in bare indole was previously explained by
Sobolewski, Domcke, and co-workers23,26,27 who have shown
that the presence of a darkπσ* state could be the responsibility of
a nonradiative decay mechanism. According to their results, in
order to activate such a radiationless process, the initially
populated 1(La ππ*) state has to reach a CI with the πσ*
state which is placed above 5.00 eV with respect to the ground-
state minimum. The authors then concluded that such barrier
could explain the decrease of the fluorescence quantum yield
of the system as the excitation energy is increased and pre-
dicted a threshold for this photophysical process to be located
at about 5 eV for excitation from the minimum of the ground
state. This mechanism is consistent with the increase of the
nonradiative decay rate measured for indole with respect to

Figure 5. Energy profiles of the ground and two lowest singlet excited states for indole along the additional decay paths computed at the CASPT2//
CASSCF(10,9)/ANO-L C,N [4s,3p,1d]/H[2s1p] level: (a) 1(Lb ππ*) MEP from the FC geometry, 1(gs)min; (b) LIIC between 1(gs)min and
(1La/

1Lb)CIβ; (c)
1(La ππ*) MEP from (1La/

1Lb)CIβ; and (d)
1(Lb ππ*) MEP from (1La/

1Lb)CIβ. The corresponding CASSCF MEPs can be found in
Figures S4�S6, Supporting Information, respectively.
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N-methylindole.14 However, it does not account for other
experimental observations. The emission quantum yield of
indole after excitation to the 1(Laππ*) state at 257.2 nm (4.81 eV)
is equal to 0.103,14 which is too low in comparison to the band
intensity observed when excitation energies corresponding to the
1(Lb ππ*) band origin are employed or to the present computa-
tional results.7 In fact, Ilich concluded in the experimental work on
the low-lying singlet states of indole that the system has remark-
able emission features only for energies around the 1(Lb ππ*)
band origin (measured at 4.37 eV), whereas a 22-fold decrease is
observed when the molecule is provided with an extra energy of
4200 cm�1 (0.52 eV).7 Such experimental observations seem to
point out the presence of a nonradiative decay path accessible for
excitation energies lower that 5.00 eV and related to the
1(Lb ππ*) state, apart from the radiationless route characterized
by Sobolewski, Domcke, and co-workers.23,26,27

Consistent with these experimental findings, we have found a
CI between 1(Lb ππ*) and the ground state, denoted hereafter as
(1Lb/gs)CI. This degenerate region is placed at 4.50 eV with
respect to 1(gs)min and is characterized by a strong out-of-plane
distortion, mainly localized on the C6H and C7H group of atoms
(see Figure 2). Such a crossing point has some geometrical
similarities with the so-called triangular/kink S1/S0 CI reported
for polyenes and aromatic systems,46,47 but it does not have the
same electronics characteristics (three weakly coupled π-
electrons on the out-of-plane distortion and a fourth electron
localized along the remaining part of the benzene ring). It can be
in fact better classified as a typical ethene-like CI,31,32,39 in which
a twist of the double bond between the C6 and C7 atoms leads to
an out-of-plane deformation with a HC6C7H dihedral angle of
�127.1� and a pyramidalization of the C7 atom. In order to
determine the relevance of this CI on the photophysics of
indole, a MEP on the S1 state has been computed from the
(1Lb/gs)CI region (see Figure 6). This calculation shows the
presence of a barrierless path leading to the 1(Lb)min region,
which proves that (1Lb/gs)CI can be reached from the equilib-
rium geometry of the 1(Lbππ*) state by overcoming a barrier of
0.39 eV. Such processes consequently constitute a nonradiative
decay path specific for the 1(Lb ππ*) state, whose accessibility
depends on the energy provided to the system and can be
activated at excitation energies lower than 5.00 eV.

Figure 7 displays a scheme of the main decay paths after
population of the 1(La ππ*) and 1(Lb ππ*) states at the FC
region, together with the radiationless path mediated by
(1Lb/gs)CI. The relative position of the latter CI with respect
to the other singular points depicted in the figure supports the
decrease of the measured fluorescence quantum yield with the
increase of the excitation energy. After population of the bright
1(La ππ*) state at the FC structure, the system has enough
energy (∼0.3 eV) to activate the nonradiative process via
(1Lb/gs)CI, which is in agreement with relatively low fluores-
cence quantum yield observed by Glasser and Lami.14 If the
indole molecule is irradiated with a light energy similar to the
1(Lb ππ*) band origin, the 1(Lb)min region may be directly
populated and the system will need an extra energy of 0.40 eV to
access the (1Lb/gs)CI funnel to the ground state. Therefore, the
fluorescence from the 1(Lb)min will be the predominant process
taking place. The nonradiative energy decay to the ground state
will begin to compete with the emission of light as the irradiation
energy approaches the 1(La ππ*) vertical excitation energy,
which is located 0.29 eV above the (1Lb /gs)CI structure.
On the basis of our results, we associate therefore the non-

radiative process observed at energies below 5.00 eV to be
determined mainly by the above-described path from the 1(Lb)min
minimum structure to the ground state via the (1Lb /gs)CI, which
implies a threshold for the photophysical process around 0.5 eV
lower with respect to the mechanism proposed by Sobolewski,
Domcke, and co-workers23,26,27 and does not involve a dissocia-
tiveπσ* state. It is worthmentioning however that the last energy
decay route is still present to some extent, as it has been shown in
some experiments in which the NH bond dissociation is
observed,15,16 and it might also contribute at excitation energies
lower that 5.00 eV via tunneling effects. In order to determine
the percentage in which this dissociative deactivation path
competes with the new mechanism obtained, and in particular,
to ultimately understand the respective contribution of
both energy decay paths to the photophysics of the system
depending on the excited state populated and on the exceeding
energy provided, a quantum dynamics study on bare indole
would be necessary. Up to now only on-the-fly molecular

Figure 6. Evolution of the ground and two lowest singlet excited states
for indole from the (1Lb/gs)CI conical intersection along the

1(Lb ππ*)
MEP computed at the CASPT2//CASSCF(10,9)/ANO-L C,N
[4s,3p,1d]/H[2s1p] level. The corresponding CASSCF MEP can be
found in Figure S7, Supporting Information. Figure 7. Scheme of the photophysics of indole along the singlet

manifold. Energies (in eV) relative to the ground-state minimum
structure, 1(gs)min, are given. The Q1 reaction coordinate is mainly
related to the simple/double-bond rearrangements keeping the planarity
of the molecule, meanwhile Q2 is associated to out-of-plane distortions.
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mechanic simulation based on time-dependent density func-
tional theory (TDDFT) calculations starting on the S2 state have
been performed.48 In such work, some trajectories computed
using the PBE functional actually decay through the πσ* state,
giving a low quantum yield for the dissociation along the NH
coordinate. Nevertheless, according to the authors results and
comments, the PBE functional is not able to provide the correct
ordering of the 1(La ππ*) and

1(Lb ππ*) states and the use of the
CAM-B3LYP functional, which on the contrary gives the correct
ordering of the low-lying excited states, and provides a larger
energy gap between the ππ* and πσ* states, decreasing the
probability of energy decay via the mechanism involving the NH
bond stretch.
Triplet States. Along the evolution of the initially populated

1(La ππ*) singlet state, and through the subsequent 1(Lb ππ*)
steepest descendent path leading to the 1(Lb)min structure, no
strongly efficient intersystem crossing regions have been identi-
fied. The same result has been obtained from the inspection of
the two characterized secondary decay paths. In order to search
for the phosphorescence structures related to the low-lying
triplet excited states, 3(La ππ*) and 3(Lb ππ*), geometry
optimizations of these states have been then carried out starting
from the FC region. The minima obtained, namely 3(La)min

and 3(Lb)min, respectively, have an almost planar geometry
(the corresponding structures can be found in Table S2, Supporting
Information). The computed results, vertical excitation energies,
bandorigins, and vertical emission energies are compiled inTable 2,
together with the relevant experimental data. The 3(La ππ*)
state corresponds to the lowest triplet excited state at both
the optimized 3(La)min and 3(Lb)min structures, and conse-
quently the phosphorescence of the system is expected to
take place from the 3(La ππ*) state. In fact, a single phosphor-
escence band has been reported starting at 3.07 eV with a
maximum at 2.87 eV,18,19 which is in agreement with previous22

and present theoretical findings for the 3(La ππ*) state
(see Table 2).

’CONCLUSIONS

On the basis of the exploration of the PEH on the low-lying
singlet and triplet excited states bymeans of accurate state-of-the-
art computational strategies, a global and comprehensive de-
scription of the photophysics of bare indole under UV irradiation
is provided. Two types of processes have been identified and
characterized in the molecule after excitation to the low-lying
singlet valence excited states 1(La ππ*) and

1(Lb ππ*): radiative
and nonradiative energy decays. After UV absorption most of
the molecules reach the bright 1(La ππ*) excited state, which
would evolve through a steepest descendent path toward a CI
implying the 1(Lb ππ*) state, mediating in this manner the
energy transfer to the latter state. The relaxed structure 1(Lb)min

on the S1 hypersurface might be accessed subsequently and
from this region the fluorescence emission takes place. All the
secondary energy decay paths studied also lead to the emissive
state, 1(Lb)min. A radiationless decay specific to the 1(Lb ππ*)
state has been predicted involving a nonplanar ethene-like CI
between 1(Lb ππ*) and the ground state. According to the
obtained pathways profiles, the process is inhibited at the
energy around the 1(Lb ππ*) band origin and becomes compe-
titive with the fluorescence emission at excitation energies close
the 1(La ππ*) band maximum. The current findings explain for
the first time the low fluorescence quantum yield measured

experimentally after excitation to energy lower that 5.00 eV
because of the presence of a not previously reported nonradiative
decay mechanism specific for the 1(Lb ππ*) state. No efficient
intersystem crossings have been found along the decay paths
analyzed, while the phosphorescence properties are in agreement
with previous theoretical and experimental studies.

Two additional comments are appropriate at this final stage.
First, as many other organic molecules, the nonradiative decay to
the ground state of excited indole is mediated by the presence of
an ethene-like CI. For instance, the photostability of the natural
purines and pyrimidines nucleobases has been proven to be
determined by the presence of easily accessible ethene-like CI,
which provides the molecules with nonradiative paths to release
the absorbed energy in an ultrafast manner.31,32,49�54 The
present study on the photophysics of bare indole further high-
lights the importance of such type of degenerate regions, which
can be considered nowadays as a well-established concept in the
field of efficient nonradiative decay funnels of organic systems.
Second, since the topology of indole and the canonical nucleo-
base 9H-adenine are similar, that is, they are both built as six- and
five-fused rings and the molecules have the same energetic
ordering of the lowest 1(Lb ππ*) and 1(La ππ*) states at the
FC region, the photophysics of 9H-adenine49�53 might be
compared with the results obtained here. The presence of a
main nonradiative decay path toward the ground state, after
excitation to the bright state, associated with an ethene-like CI
appears as a common feature between the two systems, although
involving the 1(Lb ππ*) and

1(La ππ*) states in indole and 9H-
adenine, respectively. This can be ascribed to the different nature
of the double bond implied in the CI of indole and 9H-adenine
(C6dC7 versus C2dN3) and can consequently be related to the
intrinsic nature of the two molecules.

’ASSOCIATED CONTENT

bS Supporting Information. The natural orbitals of the
active space employed in the CASSCF/CASPT2 calculations
are depicted in Figure S1. Table S1 compiles the CASPT2 EVA of
indole at the FC geometry computed with two different basis sets
including or not Rydberg functions. The CASSCF MEPs related
to Figures 3�6, and corresponding to the 1(La ππ*) MEP from
the FC structure, 1(Lbππ*)MEPs from (1La/

1Lb)CIα and the FC
geometry, 1(La ππ*) MEP from (1La/

1Lb)CIβ, and
1(Lb ππ*)

MEPs from (1La/
1Lb)CIβ and (

1Lb/gs)CI are displayed in Figures
S2�7, respectively. The x, y, z coordinates for the structures of
the present study can be found in Table S2. This material is
available free of charge via the Internet at http://pubs.acs.org.
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ABSTRACT: The infrared (IR) and vibrational circular dichroism (VCD) spectra of (1S)-(�)-β-pinene in the mid- and near- IR
frequency regions are numerically simulated by using a time-correlation function theory and mixed quantum/classical simulation
method. Anharmonic vibrational dynamics and fluctuating atomic partial charges of the chiral pinene were obtained by carrying out
quantum mechanical/molecular mechanical (QM/MM) molecular dynamics (MD) simulations. Thus obtained time-correlation
functions of electric and magnetic dipole moments are used to calculate the IR absorption and VCD spectra, and they are directly
compared with experimental results. Not only the fundamental transition bands but also first overtone and combination bands in the
near-IR frequency region are successfully simulated. It is shown that the polarizable nature of the solute is particularly important in
quantitatively reproducing the near-IR spectra, whereas such polarization effects on dipole and rotational strengths of lower-
frequency and large-amplitude vibrations are less critical. We anticipate that the present QM/MMMDmethod in combination with
mixed quantum/classical time-correlation function theory to calculate both mid- and near-IR absorption and VCD spectra will be of
critical use in interpreting vibrational optical activity properties of even conformationally flexible chiral molecules, such as proteins.

1. INTRODUCTION

Near-infrared (NIR) spectroscopy uses near-infrared region
of the electromagnetic field in the wavelength range from 800 nm
to 2.5 μm.1 Within this wavelength range, molecular overtone
and combination vibrations can be resonantly excited.2,3 Such
transitions are, however, quantummechanically forbidden within
the harmonic approximations to molecular vibrations so that
their oscillator strengths are often 1 or 2 orders of magnitude
smaller than those of fundamental transitions, which makes it
difficult to use as a sensitive technique. However, a notable
advantage of NIR spectroscopy is its ability to penetrate farther
into a sample than mid-infrared or visible radiation. Thereby, it
has been used in the analyses of blood hemoglobin levels,
pharmaceuticals, combustion products, and even atmospheres
of cool stars.4�7

Typically, the molecular overtone and combination absorp-
tion bands in such NIR regions are quite broad and complicated
with multiple peaks. Therefore, assigning specific spectral fea-
tures to particular quantum transitions and chemical compo-
nents has been extremely challenging.8,9 To enhance the
frequency resolution of the NIR transition bands and to extract
detailed information on absolute configuration of chiral mole-
cule, the NIR vibrational circular dichroism (NIR-VCD) spec-
troscopy has been used.10�22 In 1976, Keiderling and Stephens
for the first time measured the NIR-VCD spectrum of the C�H
stretching overtone and C�H stretching/C�H bending combi-
nation bands of camphor dissolved in CCl4 solution.

16 Recently,
Nafie and Abbate groups have reported the NIR-VCD spectra of
chiral organic molecules including terpenes.11,19,21�23 The C�H
stretching first and second overtones, CdO stretching second
overtone, and various combination modes of C�H stretching
and bending, C�C stretching, CdC stretching, and O�H

stretching and bending have been observed in the NIR absorp-
tion and VCD spectra of which frequency range is from 4000 to
10 000 cm�1.11

In parallel with these experimental efforts, a number of novel
attempts to numerically simulate the NIR absorption and VCD
spectra by using ab initio quantum chemistry calculation meth-
ods have been reported recently.20,24�29 For example, Abbate
and co-workers used the local mode approximation,8,9,30�32

which was initially developed by Child and Henry, for C�H
stretching vibrations of camphor and camphorquinone and
presented the simulated NIR-VCD spectra of C�H stretching
overtone (Δν = 3) transition at ∼8500 cm�1.33 The C�H
stretch local mode was treated as a Morse oscillator34 so that the
matrix elements of coordinate and momentum operators could
be calculated by using analytical expressions for the vibrational
wave functions of the Morse oscillator. The coordinate-
dependent atomic polar and axial tensors that are needed to
determine dipole and rotational strengths of vibrational excita-
tions were calculated by using a density function theorymethod,
i.e., B3LYP/6-31G**. Their calculation method for simulating C�H
stretching NIR spectra was shown to be quite successful.33

However, such approaches may not be easily extended to
simulate the NIR spectra for a variety of combination bands
other than C�H stretching overtones as well as those of con-
formationally flexible molecular systems, since the complicated
electric and mechanical anharmonicity effects on transition fre-
quencies and electric and magnetic dipole moments are increas-
ingly difficult to take into consideration by using such quantum
chemistry calculation method for an isolated chiral molecule.10,35
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In addition, the solvent�solute interaction-induced polarization
and line-broadening effects on the NIR absorption and VCD
spectra could not be taken into account by considering isolated
molecules.

In order to overcome these limitations of ab initio calculation
approaches, molecular dynamics (MD) simulation method
combined with an electronic structure calculation method has
recently been used to simulate IR and VCD spectra of chiral
molecules in solutions.36�46 For instance, Yang and Cho nu-
merically simulated the IR absorption spectrum of N-methyl-
acetamide (NMA) in water, directly calculating the electric dipole
autocorrelation function of the NMA that is treated with a
semiempirical quantummechanical (QM) method and analyzing
the QM/MM MD trajectories.41 Later, a Hartree�Fock (HF)-
QM/MM MD simulation method was used to simulate both IR
absorption and VCD spectra of blocked alanine (Ac-Ala-NHMe)
in water by carrying out Fourier transforms of the correlation
functions of electric and magnetic dipole moments.40 Such a
QM/MM MD simulation method combined with time-
correlation function theory for IR absorption andVCD spectroscopy
was shown to be quite useful even for molecular systems with
shallow potential energy surfaces with thermally accessible multi-
ple conformations.40,47,48 The fundamental transition bands
thus obtained were in fair agreement with experimental results.49

Here, it should be emphasized that the present approach withQM/
MM MD simulation method combined with time-correlation
function theory has an advantage in taking into account fluctuating
potential anharmonicity and its effects on mode couplings, vibra-
tional frequencies, and forbidden transition moments, since the
on-the-fly QM calculations of the solute correctly include all the
possible anharmonic effects that cannot be correctly taken into
account with fixed chargeMMsimulations. Thus, it is not necessary
to use a theoretical model based on local mode basis nor to carry
out approximate finite-difference calculations of a variety of
mechanical and electric anharmonic properties. Other notable
examples demonstrating the use of QM/MM MD simulation
methods in the molecular spectroscopy are needed to be
mentioned here. Ringer and MacKerell calculated the vibra-
tional frequency shifts of the CN stretching mode of aceto-
nitrile in two different solvent environments.50 Corcelli and
co-workers considered C�D stretching mode of Ala-d1 in an
aqueous solution and successfully showed that the multiple
absorption peaks found in the 2000�2300 cm�1 region in fact
result from Fermi resonances with fundamental Cα�D stretching
vibration.38

In this paper, we shall present QM/MM MD simulation
results of the (1S)-(�)-β-pinene in CCl4 solution to simulate
both mid- and near-IR absorption and VCD spectra. This is the
first attempt to directly calculate such NIR spectra by using time-
correlation function approaches combined with a mixed QM/
MM method. The simulated NIR absorption and VCD spectra
exhibiting both C�H stretching first overtone and various C�H
stretching/C�H bending combination bands of (1S)-(�)-β-
pinene are directly compared with experimental results reported
by Guo et al. in ref 11.

2. COMPUTATIONAL METHOD

The molecular structure of (1S)-(�)-β-pinene is shown in
Figure 1. This pinene was treated quantum mechanically with
HF/6-31G method in the present QM/MM MD simulation
studies, where 186 CCl4 solvent molecules were treated classical

mechanically with CHARMM51 force fields (version c33b2).
To carry out the QM/MM MD simulation, we used the
CHARMM program interfaced with GAMESS-UK52 electronic
structure package (version 7.0). A single solute molecule was
placed at the center of a spherical solvent cluster with radius of
25 Å. A restraining harmonic potential was used to prevent
evaporation of solvent molecules at 273 K. The solute�solvent
cluster systemwas first minimized with the steepest descent and
adopted basis Newton�Raphson methods for 100 steps each,
and then the system was heated to 273 K and equilibrated for
25 ps. Simulation time step used was 0.5 fs, and totally 1 ns
production run was performed. Cartesian coordinates, veloci-
ties, and atomic partial charges of the solute were saved for
every 1.0 fs for subsequent calculations of electric and magnetic
dipole moment trajectories. The spectral range of the simulated
vibrational spectra is determined by the Nyquist critical fre-
quency fc = 1/(2Δt), where Δt corresponds to the data saving
time step of 1 fs.

Now, using the QM/MM MD trajectory with saved
atomic Mulliken partial charges of the solute, we could obtain
the fluctuating electric andmagnetic dipole moments, denoted as
μ(t) and M(t), respectively, where they are defined as

μðtÞ ¼ ∑
i
qiðtÞriðtÞ

MðtÞ ¼ 1
2c ∑i

qiðtÞriðtÞ � viðtÞ
ð1Þ

Here, qi(t), ri(t), and vi(t) represent the partial charge,53

position, and velocity of the ith solute atom. In this work, we
used the atomic Mulliken partial charges instead of L€owdin
charges, because the numerically simulated VCD spectrum of
the C�H stretching vibrations with the former charges is found
to be in better agreement with the experimentally measured
spectrum. The atomic partial charges explicitly depend on time
due to solute�solvent interaction-induced charge response and
conformational fluctuation of the solute molecule. Thereby,
such polarizable nature of the solute molecule is naturally taken
into account by the present QM/MM MD simulation method.
Using thus obtained electric and magnetic dipole moment
trajectories, one can readily calculate the autocorrelation
function of the electric dipole moment as well as the cross-
correlation function between the electric and magnetic dipole
moments. Then, the IR absorption (A(ω)) and VCD (ΔA(ω))
spectra can be directly calculated by carrying out the following
Fourier transformations of the corresponding time-correlation

Figure 1. Molecular structure of (1S)-(�)-β-pinene. The atom types
are also shown in this figure (see Table 1 for average Mulliken partial
charges and standard deviations).
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functions, i.e.,40,54

AðωÞ �
Z ∞

�∞
dteiωtÆμðtÞ 3μð0Þæ ð2Þ

ΔAðωÞ � ALðωÞ � ARðωÞ � Im
Z ∞

�∞
dteiωtÆμðtÞ 3Mð0Þæ

ð3Þ
where AL(ω) and AR(ω) are the absorption spectrum measured
by using a left and right circularly polarized radiation. respec-
tively. A detailed theoretical description on the time-correlation
function formalism of the VCD spectrum can be found in ref 40.

3. SIMULATED IR ABSORPTION AND VCD SPECTRA

3.1. Time-Correlation Functions. The two time-correlation
functions, Æμ(t) 3μ(0)æ and Æμ(t) 3M(0)æ, calculated with eq 1
are shown in Figure 2. It turns out that, even though the overall

absorption and VCD line shapes are clearly discernible, the direct
Fourier transforms of these correlation functions appear to be
quite noisy due to the limited length of QM/MMMD trajectory.
Furthermore, the intrinsic lifetime-broadening contribution to
the simulated spectra could not be taken into account, since the
QM/MMMD simulations were performed at a thermal equilib-
rium condition. Therefore, we approximately describe the life-
time effect by multiplying an exponential function of exp
(�t/2T1) to the time-correlation function before performing
Fourier transformations in eqs 2 and 3, where T1 represents the
excited-state lifetime of a given mode and is treated as an
adjustable parameter. In Figure 2a, the original μ�μ correlation
function without lifetime-broadening factor is plotted. In addi-
tion to a slowly decaying component reflecting rotational
relaxation of the pinene, there are highly oscillating features, as

Figure 2. Time-correlation functions Æμ(t) 3μ(0)æ and Æμ(t) 3M(0)æ
are shown in (a) and (b), respectively. The dimensions of Æμ(t) 3μ(0)æ
and Æμ(t) 3M(0)æ are in D2 and 10�4 DμB, where D and μB are debye
and bohr magneton. The first 300 fs portions of Æμ(t) 3μ(0)æ and
Æμ(t) 3M(0)æ are shown in the inset of (a) and (b). The two correlation
functions, Æμ(t) 3M(0)æ (black line) and Æμ(0) 3M(t)æ (red line), which
are to bemirror images in an ideal case, are plotted in (c). The sum of the
two is the blue line in (c).

Figure 3. Numerically simulated IR and VCD spectra of (1S)-(�)-β-
pinene. Those of C�C stretch (a), C�H bend (b), CdC stretch (c),
and C�H stretch (d) modes are shown in this figure. The red lines
represent experimentally measured IR absorption and VCD spectra
reported in ref 11. The black lines represent the simulated spectra
obtained by using the QM/MM MD simulation trajectory and eq 1 so
that the fluctuating charges were properly taken into account. The blue
lines however correspond to the simulated spectra with fixed atomic
partial charges (see Table 1). Here, the frequency correction factors for
the C�C stretch, C�H bend, CdC stretch, and C�H stretch modes
are 0.8701, 0.8739, 0.8779, and 0.8953, respectively. Also the corre-
sponding lifetimes are assumed to be 1 ps and 800, 600, and 500 fs. Note
that the IR absorption and VCD intensities are given in 10�5 and 10�9

D2/cm�1, respectively.
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can be seen in the first 300 fs period of the correlation function
(see the inset of Figure 2a). These oscillating components
contain information about mid- and near-IR-active mode fre-
quencies. In Figure 2b, the μ�M cross-correlation function is
plotted, and its short time (up to 300 fs) region is shown in the
inset. Again, the seemingly irregular oscillating pattern in the
cross-correlation function is essentially produced by a super-
position of various cross-correlation functions associated with
intramolecular vibrational dynamics dictated by intrinsically
multidimensional anharmonic potential energy surface. Before
the Fourier-transformed IR and VCD spectra are presented and
discussed, an important convergence issue should be briefly
discussed. If the trajectory is sufficiently long and the ensemble-
averaged μ�M cross-correlation is statistically acceptable, it is
expected that Æμ(t) 3M(0)æ = �Æμ(0) 3M(t)æ.40,54 In Figure 2c,
these two cross-correlation functions are plotted for the sake of
comparison. The fact that the sum (blue line) of the two shown
in the same figure is very small indicates that theMD trajectory is
sufficiently long, and the ensemble average required to calculate
the correlation function is reasonably good.
3.2. Fourier-Transformed IR Absorption and VCD Spectra.

Using the μ�μ and μ�M correlation functions, one can readily
calculate their Fourier-transforms that correspond to IR absorp-
tion and VCD spectra, after treating the lifetime broadening in an
ad hoc manner (see the caption of Figure 3 for mode-dependent
lifetimes used here). In Figure 3, the fundamental transition
bands in the frequency range from 800 to 3300 cm�1 are shown
(see black lines), where the red lines are the experimentally
measured spectra that can be found in ref 11. The IR peak
intensities of fundamental transition modes vary from 1 � 10�5

to 4 � 10�5 D2/cm�1, whereas the corresponding VCD inten-
sities are in the range from �2 � 10�9 to 2 � 10�9 D2/cm�1.
Therefore, the ratio ΔA/A is estimated to be about 10�4,
which is fully consistent with the experimental results. The
delocalized C�C stretching (800�1350 cm�1), C�H bending
(1350�1550 cm�1), CdC stretching (1600�1700 cm�1), and
C�H stretching (2850�3150 cm�1) bands are separately
plotted in Figure 3a�d, respectively. Usually, a single scaling
factor was used to correct all the ab initio calculated harmonic
normal-mode frequencies of an isolated molecule—note that, for
HF/6-31G method, the corresponding scaling factor used quite
often is 0.8953.55 However, for the sake of comparisons with
experimental results, we use slightly different scaling factors for
the four different groups of normal modes (see the caption of
Figure 3). In the cases of the C�C stretching bands, the peak
positions in the simulated IR absorption and VCD spectra cannot
be directly matched to those in the experimental spectra. Never-
theless, a few strong features, such as the intense positive VCD
peak at∼1100 cm�1 and the negative VCD peak at 1050 cm�1,
are well reproduced by the QM/MM MD simulation.
The agreement between theory and experiment is excellent for

the C�Hbending IR and VCD bands appearing in the frequency
range from 1425 to 1500 cm�1 (Figure 3b). The negative�
positive (from low- to high-frequency region) couplet feature in the
corresponding VCD spectrum is clearly visible. The IR absorp-
tion and VCD spectra of CdC stretching vibration are also in
quantitative agreement with experimental results (see Figure 3c).
However, the agreement between the simulated C�H stretching
IR and VCD spectra and the experimental results is less
quantitative in comparison to those of C�H bending and
CdC stretching bands. Nonetheless, the overall VCD spectral
pattern, i.e., “W”-form line shape, is nicely reproduced by the

present simulation method. In summary, we find that: (1) the
numerically simulated IR and VCD spectra of highly delocalized
low-frequency C�C backbone stretching vibrations are still
difficult to be accurately reproduced by the present QM/MM
MD simulation method in combination with classical time-
correlation function approach, (2) the line shapes of C�H bend
and CdC stretch IR and VCD spectra are successfully simulated,
and (3) the W-shape spectral feature of the C�H stretch VCD
spectrum is in fair agreement with experimental result.
3.3. Near-IR Absorption and VCD Spectra. An important

advantage of the present time-correlation function approach is
that the direct Fourier transform of the corresponding correla-
tion function provides both mid- and near-IR spectra simulta-
neously, as long as the time step for numerically calculated
correlation function is sufficiently small. The NIR region of the
vibrational spectrum contains information on resonant frequen-
cies of a variety of overtone and combination modes. In the
present case of the pinene, there are two NIR bands in the
frequency range from 3800 to 6100 cm�1, as can be seen in
Figure 4. Again, the experimentally measured IR and VCD
spectra (red lines) are given in the figure for the sake of direct
comparisons. Here, the NIR absorption peak intensities of both
combination and the overtone transition modes are in the range
from 0.4 � 10�9 to 1.8 � 10�9 D2/cm�1, whereas the corre-
sponding NIR-VCD peak intensities vary from �2 � 10�12 to

Figure 4. Numerically simulated near-IR absorption and VCD spectra.
The red lines represent experimentally measured IR absorption and
VCD spectra reported in ref 11. The black lines are the simulated spectra
obtained by using the QM/MMMD trajectory and eq 1. The blue lines
are the simulated spectra with fixed atomic partial charges. The
frequency correction factor for theses C�H overtone and combination
modes is 0.8953, and the lifetimes are assumed to be 300 fs. Note that the
NIR absorption and NIR-VCD intensities are given in 10�7 and 10�12

D2/cm�1, respectively.
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2 � 10�12 D2/cm�1. Therefore, the ratio ΔA/A in the NIR
frequency region is about 10�4 or 10�5, which is again consistent
with the experimental results. Furthermore, the relative IR or
VCD intensities of fundamental transitions modes are found to
be 2�3 orders of magnitude larger than those of combination or
overtone transition modes (compare the y-axis scales of Figure 4
with those of Figure 3).
In the NIR absorption spectrum, the overtone transition

band of C�H stretching vibrations appears in a high-frequency
region (5500�6100 cm�1). Despite that the experimental
spectrum exhibits three peaks, our spectrum appears to be
broad and featureless except for a shoulder band in the high-frequency
side. Now, the lower frequency band (3800�4700 cm�1) origi-
nates from transitions of various combination modes. In ref 11
it was shown that the combination band consists of three
sub-bands, i.e., combination of C�H and C�C stretch (3800�
4200 cm�1), combination of C�H stretch and C�H bend
(4200�4500 cm�1), and combination of C�H (in CdCH
group) and CdC stretch (4500�4700 cm�1). Despite that there
exist certain discrepancies in the spectral intensity distribu-
tion between the theoretical and experimental spectra, the
present time-correlation function approach utilizing HF/
6-31G/MM MD trajectory correctly provides information
on the peak positions of combination and the first C�H
stretching overtone bands.
We next consider the numerically simulated C�H overtone

and combination VCD spectra shown in the upper panel of
Figure 4. Although the positive�negative alternating features in
the combination band (3800�4700 cm�1) are fairly well repro-
duced by the simulated spectrum, the overall intensity distribu-
tion and precise peak positions are not. Furthermore, the peak
pattern of the C�H overtone band found in the experimentally
measured VCD spectrum is not quantitatively reproduced by the
simulated spectrum. Note that the VCD spectral pattern results
from complicated superposition of a number of positive and
negative features. Consequently, any inaccuracy in predicting
frequencies of anharmonic vibrational modes would lead to
significantly distorted spectrum deviating from experiment.
However, even though typical IR absorption and VCD intensities
of the combination and overtone bands are 1�2 orders of
magnitude smaller than the fundamental transition bands, such
weak features are clearly visible in the simulated NIR absorption
and VCD spectra obtained from the calculated μ�μ and μ�M
time-correlation functions. This strongly indicates that the
molecular dynamics of the pinene on the QM anharmonic
potential energy surface is clearly better than that on the classical
mechanical potential energy surface constructed by MM force
fields.
3.4. Fluctuating Charge Effects on NIR Spectra. As can be

seen in eq 1, the fluctuating electric and magnetic dipoles are
determined by time-dependent atomic partial charges, coordi-
nates and velocities. In the case of the MM MD simulation, the
atomic partial charges are often assumed to be constants so that
the polarizable nature of the solute molecule is completely
ignored. However, in the present QM/MM MD simulation,
fluctuating atomic partial charges due to solute�solvent inter-
actions were constantly updated and saved for subsequent
calculations of electric and magnetic dipole moments. Now, to
investigate the precise effect of the solute polarization on vibra-
tional spectra, we deliberately consider the average atomic partial
charges, instead of time-dependent ones, when the electric and
magnetic dipole moments are calculated, i.e., μ(t) = ∑iÆqiæri(t)

and M(t) = (1/2c)∑iÆqiæri(t) � vi(t), where Æqiæ represents the
average partial charge of the ith atom. In Table 1, the atomic
partial charges averaged over the 1 ns QM/MMMD trajectory as
well as their standard deviations are given. The standard devia-
tions of fluctuating atomic partial charges are fairly small, which is
because the solute molecule, pinene, is relatively rigid and the
surrounding nonpolar solvent molecules CCl4 weakly perturb
the electronic structure of the pinene.
Using the approximate μ(t) andM(t) with fixed atomic partial

charges, we calculated the corresponding time-correlation func-
tions and obtained the simulated IR absorption and VCD spectra
(see the blue lines in Figures 3 and 4). The simulated C�C
stretch, C�H bend, CdC stretch spectra with fixed charges are
quantitatively similar to those with fluctuating charges. In con-
trast, the high-frequency C�H stretch, overtone, and combina-
tion spectra, as can be seen in Figures 3d and 4, are strongly
dependent on whether the polarizable nature of the solute is
taken into consideration or not. Particularly, if the solute is
treated as a nonpolarizable molecule, the NIR absorption and
VCD band intensities are negligibly smaller than those with
fluctuating atomic partial charges. This is an interesting observa-
tion because it suggests that the polarizable nature of a given
solute is quite important in the determination of the dipole and
rotational strengths of high-frequencymodes. On the other hand,
the transition dipole and the rotational strengths of low-
frequency modes are largely determined by structural fluctuation

Table 1. Average Atomic Partial Charges and Their Standard
Deviations in Parentheses of (1S)-(�)-β-Pinene Obtained
From QM/MM MD Simulation Trajectorya

atom type atomic partial charge (in unit e)

C1 �0.017 (0.014)

C2 �0.210 (0.010)

C3 �0.281 (0.011)

C4 �0.373 (0.017)

C5 0.165 (0.019)

C6 �0.295 (0.016)

C7 �0.424 (0.016)

C8 �0.272 (0.011)

C9 �0.435 (0.013)

C10 �0.446 (0.016)

H11 (-C2) 0.160 (0.008)

H12 (-C3) 0.161 (0.008)

H13 (-C3) 0.164 (0.008)

H14 (-C4) 0.183 (0.009)

H15 (-C4) 0.177 (0.009)

H16 (-C6) 0.165 (0.009)

H17 (-C7) 0.154 (0.011)

H18 (-C7) 0.157 (0.011)

H19 (-C8) 0.161 (0.008)

H20 (-C8) 0.171 (0.008)

H21 (-C9) 0.156 (0.009)

H22 (-C9) 0.154 (0.009)

H23 (-C9) 0.155 (0.009)

H24 (-C10) 0.155 (0.011)

H25 (-C10) 0.156 (0.011)

H26 (-C10) 0.157 (0.011)
aAtom types are displayed in Figure 1.
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amplitudes, i.e., standard deviations of fluctuating atomic co-
ordinates and velocities. This can be understood by noting that
the low-frequency modes are typically large-amplitude vibrations
in comparison to those of high-frequency vibrations—note that
the root-mean-square of vibrational displacement is inversely
proportional to (μω)1/2, where μ and ω are the reduced mass
and angular frequency, respectively. Thus, the present computa-
tional studies clearly show that the polarizable nature of molec-
ular vibrations is absolutely necessary to quantitatively describe
NIR absorption and VCD phenomena of chiral molecules in
condensed phases.

4. SUMMARY

In the present paper, we showed that the time-correlation
function approaches with QM/MMMD simulation methods are
useful to simulate not only mid-IR but also near-IR absorption
and VCD spectra of chiral molecules in solutions. Not only the
complicated solute�solvent interaction-induced effects on vibra-
tional line shapes but also the polarization effects on dipole and
rotational strengths were fully taken into account by employing
QM treatment of the solute and MM description of interacting
solvent molecules. Since the molecular vibrational dynamics is
fully determined by quantum mechanically calculated potential
energy surface with approximate QM/MM solute�solvent inter-
actions, not only the fundamental but also the overtone and
combination mode transitions were correctly included without
relying on local mode approximations. However, due to the
limited accuracies of classical expressions for the electric and
magnetic dipole moments with approximate QM/MM solute�
solvent interactions, the mid- and near-IR absorption and VCD
spectra of low-frequency C�C stretching and C�H overtone
modes were found to deviate from experimental results. We
believe that such a lack of chemical accuracy in simulating NIR
spectra can be overcome by employing a better QM method
and by performing sufficiently long MD simulations. Never-
theless, we anticipate that the general strategy utilizing time-
correlation function theory in combination with ab initio
QM/MM MD simulation method will be of critical use in
quantitatively simulating a variety of vibrational spectra including
near-IR VCD.
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ABSTRACT: A database of 77 adiabatic carbon 1s ionization energies has been prepared, covering linear and cyclic alkanes and
alkenes, linear alkynes, and methyl- or fluoro-substituted benzenes. Individual entries are believed to carry uncertainties of less than
30 meV in ionization energies and less than 20 meV for shifts in ionization energies. The database provides an unprecedented
opportunity for assessing the accuracy of theoretical schemes for computing inner-shell ionization energies and their corresponding
chemical shifts. Chemical shifts in carbon 1s ionization energies have been computed for all molecules in the database using
Hartree�Fock, Møller�Plesset (MP) many-body perturbation theory of order 2 and 3 as well as various approximations to full
MP4, and the coupled-cluster approximation with single- and double-excitation operators (CCSD) and also including a
perturbational estimate of the energy effect of triple-excitation operators (CCSD(T)). Moreover, a wide range of contemporary
density functional theory (DFT) methods are also evaluated with respect to computing experimental shifts in C1s ionization
energies. Whereas the top ab initio methods reproduce the observed shifts almost to within the experimental uncertainty, even the
best-performing DFT approaches meet with twice the root-mean-squared error and thrice the maximum error compared to
CCSD(T). However, a number of different density energy functionals still afford sufficient accuracy to become tools in the analysis
of complex C1s photoelectron spectra.

1. INTRODUCTION

Experimental inner-shell ionization energies and electron
structure theory are closely linked.1 On the one hand, the ability
to reproduce experimental energies may provide a stringent test
for theoretical methods, for instance in the context of deriving
new, improved energy density functionals. On the other hand,
as experimentalists target increasingly complex molecules,
theoretical ionization energies play an important role in assign-
ing and interpreting photoelectron spectra. Using m-xylene as
an example, the carbon 1s photoelectron spectrum consists of
five closely spaced peaks originating from the five chemically
inequivalent carbon atoms. Although it is possible to assign this
spectrum unambiguously and hence obtain ionization energies
corresponding to each of the unique atoms strictly on the
basis of the recorded spectrum, one gains confidence in the
results upon discovering that the experimentally derived ioniza-
tion energy shifts are in good agreement with those predicted by
theory.2

A more critical situation that demands reliable theoretical
prediction arises with 1-pentyne, which can exist in two different
conformers. In this case, the interest lies in determining the
relative populations of the conformers. In this molecule, there are
five inequivalent carbon atoms, with the possibility that the
carbon atoms in one conformer have different ionization energies
from those in the other. There are, thus, potentially 10 different
peaks in the spectrum. In this case, it has been essential to have
good theoretical predictions of relative ionization energies in
order to obtain a reliable analysis of the spectrum.3

Many procedures have been proposed for estimating ioni-
zation energies and/or shifts in ionization energies: potential
models, Koopmans' theorem, the equivalent-cores approxima-
tion, transition-state models, and hole-state calculations of
various degrees of sophistication.4�6 In several previous
studies,2,7�11 we found that useful results can be obtained with
a ΔSCF approach, which involves separate self-consistent field
calculations for initial and final states, with the effect from the
singly ionized core on the valence electrons simulated by an
effective core potential (ECP). The great advantage of this
approach is that it is facilitated by the use of most ab initio or
density functional theory (DFT) methods as implemented in
standard electronic-structure codes, for the calculation of shifts in
K-shell ionization energies for closed-shell molecules. The main
disadvantage of the ECP approach is that it does not explicitly
include the ionized and hence singly occupied core orbital.
Similar to what is the case for the equivalent-cores approxima-
tion, this leads to an almost constant energy offset for the ionized
state and precludes the calculation of absolute ionization en-
ergies. It does, however, allow for the calculation of chemical
shifts, since the unknown energy offset very closely cancels in the
subtraction. The errors associated with this simplified description
are explored and quantified in this work by comparison to
calculations that include an explicit, self-consistent core-hole
orbital.

Received: September 20, 2011
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The ΔSCF/ECP approach implemented in terms of the
hybrid density functional theory method B3LYP and polarized
triple-ζ basis sets is reasonably economical in regard to computa-
tional resources; it can handle large molecules and has been
found to give good predictions of relative carbon 1s ionization
energies for a wide variety of compounds. Nonetheless, this
approach has some specific failures. First, although the method
reliably predicts the order of ionization energies for chemically
inequivalent carbon atoms, it tends to overestimate the shifts by
as much as 20%.2,7�10,12 Second, the method works well if we are
comparing carbon atoms with the same hybridization but is less
reliable if we compare the ionization energies of carbon atoms
with different hybridization.

A number of comparative studies have been carried out in
order to identify energy density functionals with superior per-
formance in the calculation of ionization energies for a selected
class of core states.4,13�18 Unfortunately, the comparison be-
tween theory and experiment is often complicated by rather small
sets of experimental energies or data of either mixed, unknown,
or low accuracy.6 To improve upon this situation, we have
invested considerable effort into measuring carbon 1s ionization
energies of small and medium-sized organic molecules as accu-
rately as possible with present day electron spectrometers and
third generation synchrotron light sources. The usefulness of this
data set was demonstrated by Takahata and co-workers,19 who
used our experimental energies to explore the accuracy of one
particular choice of exchange (Perdew�Wang 1986) and corre-
lation (Perdew�Wang 1991) functionals to the calculation of
C1s ionization energies. As applied to shifts in 89 adiabatic C1s
energies in F- and CH3-substituted benzenes (relative to
benzene), their favored approach gave an average absolute
deviation (AAD) from the experimental values of 0.039 eV,
which is marginally better than for the B3LYP/ECP approach
described above (0.041 eV). The deviation was found to increase
somewhat, to an AAD = 0.056 eV, as the chemical diversity was
increased.19 This data set is still heavily biased however with 70%
of the entries referring to F- and CH3-substituted benzenes.

In order to provide a broader and more systematic basis for
comparing theoretical methods with experimental results and
with each other, we have compiled a database of 77 accurate
adiabatic C1s ionization energies for 27 hydrocarbons and
fluorohydrocarbons. Included are compounds containing carbon
with sp, sp2, and sp3 hybridization; aliphatic and aromatic
compounds; and compounds with conjugated systems of double
bonds. We have measured these experimental values with uni-
form accuracy at third generation synchrotron facilities. Most of
these results have been previously published, but we include also
17 new experimental values, which have beenmeasured using the
same procedures that have been previously described. To serve
the stated purpose, it is essential to establish the accuracy of the
data set, as has been done in the course of the experiments.8,9,20

However, estimating the accuracy of an experiment is not easy,
and in particular systematic errors may appear unnoticed. Here,
the issue of experimental uncertainty is revisited by means of
theory, working from the hypothesis that as the theory is
systematically improved, the agreement with experimental re-
sults should approach the uncertainty of the experimental
numbers.

The first part of this work is devoted to comparing experi-
mental shifts in C1s ionization energies with calculated values
obtained using a number of wave function-based ab initio
methods of increasing sophistication, all in the spin-restricted

formalism. These methods include Hartree�Fock theory (HF),
Møller�Plesset (MP) many-body perturbation theory of orders
2 and 3 as well as various approximations to full MP4, and
coupled-cluster theory with the cluster operator containing
single and double excitations (CCSD) and also including a
perturbative estimate of the energy contribution from uncoupled
triples (CCSD(T)). Apart from Hartree�Fock, these methods
have in common that electron correlation is accounted for in
terms of determinants that are excited relative to a single
reference wave function, namely, the Hartree�Fock state. For-
mally, the computational cost of HF and B3LYP scales as the
fourth power of the number of basis functionsN, the correspond-
ing scaling laws for the other methods being N5 for MP2; N6 for
MP3, MP4D, MP4DQ, MP4SDQ and CCSD; and N7 for
CCSD(T). The methods that scale as the sixth power of N are
listed in order of increasing proportionality factor, where the
jump between MP3 and MP4SDQ represents a factor of about 3
and the subsequent jump to CCSD is much larger due to the
iterative nature of the latter. CCSD(T) and several of the
truncated MP4 approaches will be shown to provide highly
reliable predictions of C1s shifts (within a few percent), essen-
tially validating the experimental uncertainty estimates. Particu-
lar attention is paid to the presence of systematic departure from
the general behavior when comparing carbon atoms of different
hybridization.

Next, the present compilation of accurate core-level ionization
energies will be used as a testing ground for energy density
functionals. More specifically, 138 different energy functionals
are assessed on their ability to reproduce shifts in C1s energies,
covering all main classes of contemporary DFT functionals. An
important part of this study is to compare 10 exchange and 10
correlation functionals, respectively, by systematically testing the
100 combination functionals to which they give rise. The
comparison of experimental and calculated shifts confirms our
previous experience that B3LYP tends to overestimate chemical
shifts in C1s ionization energies. There are a number of better
alternatives among the DFT functionals, one notable example
being the exchange functional proposed by Becke and Roussel
(BRx) combined with any of a number of different gradient-
corrected correlation functionals.

2. COMPUTATIONAL

The Gaussian 03 set of programs21 was used with the B3LYP
method to calculate optimized geometries, vibrational frequen-
cies, and zero-point energies for the neutral molecules and the
carbon-1s-ionized species. For these calculations, we used atom-
centered Gaussian-type functions contracted to triple-ζ quality22

and augmented by polarization functions,23 leading to C: [5s,
3p, 1d] andH: [3s, 1p].We refer to this basis set as the TZP basis.
For the core-ionized carbon atom, the corresponding nitrogen
basis was used with all exponents scaled by a common factor of
0.9293, obtained by minimizing the energy of core-ionized
methane.24 The core of the ionized carbon atom was represented
by the effective core potential (ECP) of Stevens et al.,25 scaled to
account for only one electron in the 1s shell.26 Further details on
these procedures can be found in refs 24 and 12.While relativistic
effects contribute about 0.05 eV to the C1s ionization energy,27

this converts into less than 0.04% in a chemical shift and is thus
not considered further in this work.

With the optimized geometries determined as outlined above,
single-point calculations were carried out using the HF, MP2,
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MP3, MP4D, MP4DQ, MP4SDQ, CCSD, and CCSD(T)28�31

methods as well as an extensive set of density-functional methods
as detailed in Figures 4 and 5, all in conjunction with the same
basis sets as used during geometry optimization.

In a limited test of basis-set sensitivity in the computed
core-level shifts, additional shift calculations were performed
for all ab initio and DFTmethods with the cc-pVTZ basis set32

for both ground and core-ionized states. The core of the
ionized carbon atom was represented by the same ECP as in
the B3LYP/TZP calculations, with the valence electrons
described in the regular cc-pVTZ carbon set augmented by
tight CV(2s,2p) functions.33 Additionally, analogous calcula-
tions with the cc-pVDZ sets were carried out for all DFT
functionals in the study and used together with cc-pVTZ in an
extrapolation procedure toward the complete basis-set limit.
For selected functionals, additional tests were performed with
the large cc-pVQZ basis. In all cases, the relative ionization
energies include zero-point-energy contributions as obtained
from the vibrational frequencies calculated at the B3LYP/TZP
level of theory.

To explore the accuracy of the ECP description of the ionized
core, we compare results at the HF level of accuracy obtained
with the ECP approximation and also with an explicit representa-
tion of the core hole. These calculations were performed using
the DALTON code34 and both TZP and cc-pVTZ basis sets.

Table 1. Experimental Adiabatic C1s Ionization Energies and
Experimental and Theoretical (CCSD(T)/TZP) Shifts in C1s
Ionization Energies, Relative to That of Methane (All
Energies in eV)

IE shift

molecule atom exptl exptl CCSD(T) ref

methane C1 290.689 0.000 0.000 20

ethane C1 290.545 �0.144 �0.173 20

ethene C1 290.695 0.006 0.024 20

ethyne C1 291.128 0.439 0.451 20

propane C1 290.345 �0.344 �0.332 24

C2 290.473 �0.216 �0.250

propene C1 290.136 �0.553 �0.520 8

C2 290.612 �0.077 �0.066

C3 290.671 �0.018 �0.019

propyne C1 290.226 �0.463 �0.443 39

C2 290.778 0.089 0.117

C3 291.610 0.921 0.900

butane C1 290.266 �0.423 �0.395 24, 40

C2 290.312 �0.377 �0.415

1,3-butadiene C1 290.060 �0.629 �0.607 8

C2 290.683 �0.006 0.043

1-butyne C1 290.057 �0.632 �0.580 41

C2 290.554 �0.135 �0.064

C3 291.410 0.721 0.702

C4 290.673 �0.016 0.003

2-butyne C1 291.291 0.602 0.574 41

C2 290.012 �0.677 �0.671

1-pentyne C1 289.979 �0.710 �0.645 3

anti C3 291.213 0.524 0.518

1-pentyne C1 290.017 �0.672 �0.641 3

gauche C3 291.219 0.530 0.524

2-pentyne C1 291.229 0.540 0.541 41

C2 289.919 �0.770 �0.777

C3 289.792 �0.897 �0.825

C4 291.120 0.431 0.406

C5 290.462 �0.227 �0.221

1,3-pentadiene C1 289.762 �0.927 �0.903 8

C2 290.501 �0.188 �0.142

C3 290.247 �0.442 �0.408

C4 290.093 �0.596 �0.579

C5 290.565 �0.124 �0.114

trans-3-hexene C1 290.256 �0.433 �0.421 42

C2 290.386 �0.303 �0.308

C3 289.879 �0.810 �0.745

3-hexyne C1 290.442 �0.247 �0.239 41

C2 291.086 0.397 0.380

C3 289.726 �0.963 �0.909

cyclohexane C1 290.123 �0.566 �0.557 12

cyclohexene C1 289.908 �0.781 �0.727 12

C3 290.321 �0.368 �0.365

C4 290.257 �0.432 �0.427

1,4-cyclo- C1 290.086 �0.603 �0.559 12

hexadiene C3 290.556 �0.133 �0.147

benzene C1 290.241 �0.448 �0.438 43

Table 1. Continued

IE shift

molecule atom exptl exptl CCSD(T) ref

toluene C1 290.296 �0.393 �0.413 2

C2 289.970 �0.719 �0.694

C3 290.101 �0.588 �0.585

C4 290.030 �0.659 �0.661

CH3 290.493 �0.196 �0.180

m-xylene C1 290.134 �0.555 �0.546 2

C2 289.716 �0.973 �0.922

C4 289.779 �0.910 �0.896

C5 289.956 �0.733 �0.713

CH3 290.407 �0.282 �0.258

p-xylene C1 290.054 �0.635 �0.623 2

C2 289.842 �0.847 �0.830

CH3 290.395 �0.294 �0.268

fluorobenzene C1 292.734 2.045 2.071 9

C2 290.505 �0.184 �0.171

C3 290.592 �0.097 �0.068

C4 290.375 �0.314 �0.275

1,3-difluoro- C1 293.082 2.393 2.449 9

benzene C2 290.781 0.092 0.107

C4 290.624 �0.065 �0.014

C5 290.914 0.225 0.293

1,4-difluoro- C1 292.867 2.178 2.226 9

benzene C2 290.838 0.149 0.188

4-fluorotoluene C1 290.425 �0.264 �0.255 10

C2 290.305 �0.384 �0.336

C3 290.363 �0.326 �0.326

C4 292.485 1.796 1.832

CH3 290.644 �0.045 �0.009
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3. RESULTS AND DISCUSSION

3.1. The Database. Table 1 provides accurate measurements
of 77 adiabatic C1s ionization energies for a wide range of
hydrocarbons as well as four fluorine-containing organic mol-
ecules, spanning the range from 289.7 eV (in 3-hexyne) to 293.1
eV (in 1,3-difluorobenzene) and with a strong emphasis toward
the low end of the interval, cf. Figure 1. The ionization energies
are given with uncertainties of 30 meV, of which the larger part is
associated with the internal calibration compound used, which in
most cases is carbon dioxide. The relative ionization energies, i.e.,
chemical shifts, are believed8,9,20 to carry uncertainties of 10�20
meV, the reality of which is addressed in the present study by
comparison with theory.
For cases such as ethyne where vibronic coupling of symmetry-

related (localized) hole states leads to significant splitting and
delocalization of the core�hole state, Table 1 lists the average of
the core ionization energies originating from the indicated atoms.
This is done in order to simplify a comparison to computed
1s ionization energies, which usually is conducted within the
localized-hole formalism. The emphasis in this work lies on

chemical shifts in C1s ionization energies, and Table 1 shows also
the shifts relative tomethane as measured and as computed at the
CCSD(T) level of theory. The corresponding data obtained for a
wide range of other theoretical methods are provided as Support-
ing Information (SI).
3.2. Chemical C1s Shifts from ab Initio Methods and

B3LYP. We will first compare the following single-reference
ab initio models, HF, MP2, MP3, MP4D, MP4DQ, MP4SDQ,
CCSD, and CCSD(T) with respect to how well they reproduce
the experimental chemical shifts as measured by the mean error
(ME), root-mean-squared error (RMSE), and the largest error
(in magnitude) for any data point (MaxE), cf. top sections of
Table 2, and with detailed statistical distributions in Figure 2.
We also include B3LYP here, for comparison with previous
work as well as a reference when making a wider screening of
DFT functionals.
Referring to Table 2, HF and B3LYP give C1s shifts relative to

methane that on the average are too low by about 0.07 eV (see
also bottom panels of Figure 2). The error for theMP2method is
almost twice as large and of opposite sign, andMP2 comes across
as a poor choice for computing chemical shifts in ionization
energy. The mean error drops below 0.05 eV at the third order of
many-body perturbation theory and is further reduced as fourth-
order diagrams are added to the perturbation expansion. At the
MP4SDQ, CCSD, and CCSD(T) levels of theory, the mean
error is down to 0.01�0.02 eV. A similar development is found in
the root-mean-squared error (RMSE), which levels off at 0.03 eV
for the best ab initio methods. It is noteworthy that the more

Figure 1. Distribution of experimental C1s ionization energies, in the
database, cf. Table 1.

Table 2. Statistical Parameters Derived from Comparison of
Experimental and Calculated Carbon 1s Ionization Energies
Using ab Initio and DFT Methods Combined with the TZP
Basis (Uncertainties in the Last Digit Indicated in Parenth-
eses, Energies Given in meV)

method MEb RMSEc MaxEd slopea,e intercepta,e RMSDa,f

HF �67 115 �309 0.885 (15) 37 (9) 62

MP2 124 140 305 1.040 (15) �108 (7) 52

MP3 45 62 156 1.022 (11) �36 (5) 40

MP4D 38 54 108 1.033 (10) �27 (5) 35

MP4DQ 33 52 140 1.026 (9) �23 (5) 33

MP4SDQ 8 29 98 1.007 (7) �2 (3) 24

CCSD 12 33 95 1.015 (8) �5 (4) 28

CCSD(T) 18 32 72 1.022 (7) �11 (3) 24

B3LYP �74 96 �265 0.926 (13) 46 (8) 52

G96B95 �69 95 �262 0.928 (14) 41 (8) 56

BRxP86 0 55 �214 0.928 (11) �18 (6) 45

BRxKCIS 29 70 217 0.925 (14) �44 (7) 53

SVWN 47 86 304 0.973 (19) �56 (10) 72
a Excluding carbon atoms directly bonded to fluorine. bMean error;
theoretical� experimental shift. cRoot-mean-squared error. dMaximum
error in any single datum. eBest-fit line, experimental vs theoretical
shifts. fRoot-mean-squared deviation between best-fit line and experi-
mental shifts.

Figure 2. Error distribution in shifts in C1s ionization energies as
computed with various electronic structuremethods in conjunction with
TZP basis sets. The mean error (ME) and standard deviation (SD) are
included. Based on N = 76 energy shifts relative to methane.
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time-affordable SDQ approximation to full MP4 performs
equally as well as the much more expensive coupled-cluster
method CCSD(T).
The importance of triple excitations shows up in one statistical

parameter: the largest error in any single shift value, MaxE. This
number is 0.07 eV for CCSD(T) and 0.10 eV for CCSD and
MP4SDQ and increasing in magnitude to +0.31 and �0.31 eV
for MP2 and HF, respectively. Assuming that the errors are
normally distributed around the mean, one may compute the
standard deviation (SD) as (RMSE2�ME2)1/2. These values are
quoted in Figure 2, to be discussed below. The maximum errors
(MaxE) reported in Table 2 are consistent with errors that are
normally distributed with the mean and standard deviation as
stated, showing that neither the experimental values nor the
computed ones contain outliers in the statistical sense.
In order to provide a more complete picture of the errors, we

now discuss the error distributions for the different methods in
Figure 2 in more detail. For the simpler methods, the error
distribution is quite structured and indicates that there are
systematic errors associated with subclasses of ionization sites.
Closer scrutiny of the error distributions reveals that for HF, the
peak near �0.05 eV is strongly dominated by sp- and sp3-
hybridized carbon atoms, whereas errors between �0.1 and
�0.2 eV represent sp2-hybridized carbon atoms exclusively.
The error distribution is bimodal also in the case of MP2 and
MP4D, but for these methods the large-error peak includes all sp
and the vast majority of the sp2 carbons, leaving sp3-hybridized
carbon atoms for the low-error peak. The error distribution of
B3LYP is similar to that of HF, albeit with a reduced difference
between the two groups described for HF. The error distribu-
tions lose structure as the theoretical level is improved, and the
distributions may be characterized compactly by the standard
deviation (SD) about the mean error.
In Figure 3, we plot the shifts obtained experimentally for the

72 carbon atoms not directly bonded to fluorine, vs shift values
calculated at the CCSD(T) level of theory. The four CF carbons,

i.e., carbon atoms directly bonded to fluorine, were omitted in
this as well as subsequent analyses in order to avoid an undue bias
caused by the four fluorinated carbon atoms at very high
ionization energy, cf. Figure 1. The data are shown with symbols
indicating the type of hybridization. A least-squares fit of a
straight line to the data is indicated by the solid line, and the
deviations of the points from the line (residuals) are shown in the
upper part of the figure. As can be seen from the regression
parameters included in Figure 3 and listed in Table 2, the line
passes very close to the origin and has a slope close to 1 (1.022(
0.007).
Assuming that the linear fit is able to account for systematic

errors in the computed chemical shifts, the remaining deviation
represents an upper bound to the mean random error in the
experimental shift values. In the case of CCSD(T), the root-
mean-squared deviation (RMSD) of the points from the line is
24 meV, which is almost at the level of the expected error in the
experimental shift values of 10�20 meV. Results for similar fits
for all of the ab initiomethods considered here are included in the
right half of Table 2. CCSD and MP4SDQ group together with
CCSD(T) in terms of low residual RMSD, a small intercept, and
a slope very close to unity, with MP4D and MP4DQ trailing
closely on all accounts, followed by MP3. The RMSD exceeds
0.05 eV for MP2, B3LYP, and HF, and while the intercept is
particularly large for MP2, the slope is conspicuously off unity for
HF and the hybrid DFT method. The latter statistics show that
HF and B3LYP tend to overestimate the chemical shifts for
hydrocarbons by about 10%.
3.3. Chemical C1s Shifts from Density Functional Theory.

The computational cost of advanced ab initio methods may be
too high for routine calculation of chemical shifts for molecules
withmore than 10 non-hydrogen atoms, and it is clearly desirable
to identify cheaper methods that can provide shifts with compar-
able accuracy. A large number of functionals have been proposed
during the past 20 years, covering both hybrid and pure density
functionals as well as combination functionals consisting of
separate exchange and correlation functionals as well as inte-
grated exchange-correlation functionals. To explore the accuracy
in core-level shifts to be expected from different functionals,
theoretical estimates of the 76 experimental C1s shifts accounted
for above were obtained using a total of 138 different density
functionals detailed as 100 combination functionals and an
additional 30 hybrid functionals and eight pure functionals.
First, we consider the 100 energy density functionals obtained

by combining 10 exchange functionals and 10 correlation func-
tionals in all possible ways. The exchange functionals are denoted
S (Slater), B (Becke1988), PW91 (Perdew�Wang1991), G96
(Gill1996), PBE (Perdew�Burke�Ernzerhof), PBEh (hybrid
version of PBE), O (OPTX, by Handy�Cohan), BRx (Becke�
Roussel1989), PKZB (Perdew�Kurth�Zupan�Blaha), and
TPSS (Tao�Perdew�Staroverov�Scuseria), where simplified
author lists are included within parentheses to provide a rationale
for the acronyms. The acronyms are consistent with those in the
Gaussian 09 user manual, which provides full references to the
original publication of each functional. The corresponding list of
correlation functionals is as follows: VWN (Vosko�Wilk�
Nusair), PL (Perdew, local), LYP (Lee�Yang�Parr), P86 (Perdew,
1986), PW91 (Perdew�Wang, 1991), PBE (Perdew�Burke�
Ernzerhof), B95 (Becke, 1995), PKZB (Perdew�Kurth�Zupan�
Blaha), and KCIS (Krieger�Chen�Iafrate�Savin).
In Figure 4, the root-mean-squared error (RMSE) as com-

puted for the 100 combination functionals is presented in a heat

Figure 3. Experimental carbon 1s ionization-energy shifts (relative to
methane) versus calculated values based on CCSD(T)/TZP with the
core hole simulated by an effective core potential. The solid lines show
least-squares fits to the data, and the graph labeled “Residual” shows the
deviations of the points from the lines. Based on N = 72 data points
(fluorocarbons excluded).
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diagram, with exchange (correlation) functionals labeling rows
(columns). It is immediately clear that the local correlation
functionals (VWN and PL) lead to inferior results compared to
the gradient-corrected ones, even though useful accuracy may be
obtained in combinationwith the simple Slater exchange term, due
to error cancellation between the local correlation and exchange
functionals. Of the nonlocal correlation functionals, LYP stands
out in the negative sense, with PKZB and B95 also performing
worse than average. In the case of B95, the error is quite systematic,
and a competitive RMSD value is obtained after applying a linear
correction as described in the previous section. The difference in
RMSE among the remaining functionals is quite small.
Turning to the exchange functionals labeling the rows in

Figure 4, surprisingly large errors are found for PKZB and TPSS,
irrespective of which correlation functional they are teamed up
with. Apart from BRx, the other gradient-corrected exchange
functionals group together with quite similar performance. BRx
stands out with very small RMSE if combined with a gradient-
corrected correlation functional different from LYP. This holds
true also for the mean (signed) error, and for the root-mean-
squared deviation (RMSD) from a best linear fit to the experi-
mental data. According to Table 2, the lowest RMSE of 55meV is
obtained when BRx is combined with the P86 functional; this is
comparable to our results for MP4D but much less accurate than
the best ab initiomethods. The RMSD value is slightly worse than
for MP3: 45 vs 40 meV for 72 data points, as is the case for the
largest error in any single data point (MaxE), �0.21 eV for
BRxP86 and +0.16 eV for MP3. This is less accurate than hoped
for, and we extended the study by 38 additional functionals of
various origins, including theM06 functionals by Truhlar and co-
workers (M06, M06HF, M062X, and M06L) and a number of
hybrid functionals (B3LYP, B3P86, B3PW91, B1LYP, B1B95,
O3LYP, X3LYP, mPW1PW91, mPW1LYP, mPW1PBE, mPW3-
PBE, B98, B971, B972, PBE1PBE, BHandH, BHandHLYP, tHC-
THhyb, HSEh1PBE, HSE2PBE, PBEh1PBE,ωB97XD,ωB97,
ωB97X, TPSSh, LC-ωPBE, and CAM-B3LYP) as well as seven
additional pure functionals (VSXC,HCTH,HCTH93,HCTH147,
HCTH407, tHCTH, and B97D).
The root-mean-squared errors (RMSE) for the additional

functionals are presented in Figure 5 along with data for five of
the combination functionals to facilitate a comparison. Seventeen
of the 43 functionals included in the figure have very similar
RMSE values below 65meV, i.e., at level with or better thanMP3,
but none is improving on the BRxP86 functional. The RMSE
increases steadily through the next 12 functionals, before leveling
out just below 100 meV.

In general, it is difficult to spot any correlation between
performance and how the functionals were constructed, except
that PBE and LYP are clearly over- and under-represented,
respectively, in the high-performance group of functionals. A
small class of functionals shows clearly inferior performance, led
by M06L, M06HF, and the hybrid TPSSh functional. B3LYP,
which is highlighted in the figure, is performing below average
and for instance shows a higher RMSE than the local SVWN
functional. Admittedly, the error is more systematic for B3LYP
than for SVWN, as evident from the significantly lower RMSD
after applying a linear-fit correction, cf. the rightmost column in
Table 2.
A recent study by Takahata et al. shows that the PW86x-

PW91c functional is able to predict carbon 1s ionization energies
with high accuracy,19 as indicated by an average absolute devia-
tion of 45 meV and a maximum absolute deviation of 130 meV
from experimental values. The largest error was actually found
for methane (130 meV) and with substantial negative errors for
some of the multiply fluorinated benzenes and 1,3-pentadiene. In
effect, a fairly large maximum error of 236 meV arises in their
computed chemical shift for C1 in 1,3-pentadiene, usingmethane
as the reference compound. For comparison, the corresponding
numbers for the BRxP86 functional in conjunction with TZP
bases are 36 meV (AAD) and 214 meV (MaxE). In fact, whereas
more than 20 of the DFT functionals considered here display
average absolute deviations of 45 meV or better, the maximum
absolute deviation does not drop below 200 meV. The largest
errors in our study were found for 1,3-difluorobenzene,
1,3-pentadiene, and 1-butyne, of which the latter was not
included in ref 19.
3.4. Core-Hole Description and Basis Set Effects. It is thus

clear that, even the best of the theoretical models is unable to

Figure 4. Root-mean-squared error (RMSE) in the C1s chemical shifts
relative to methane predicted by selected exchange (X) and correlation
(C) functionals and experimental results using the TZP basis. Based on
76 data points.

Figure 5. Root-mean-squared error (RMSE) in chemical shifts pre-
dicted by pure and hybrid functionals and experimental results using the
TZP basis. Five combination functionals are included for comparison.
Based on 76 data points.
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predict the shifts in C1s ionization energy better than to within
an RMSE of about 30 meV, which is approaching but still larger
than the estimated uncertainty in the experimental results of 10
to 20 meV. It is, therefore, of interest to explore whether the
accuracy is limited by the treatment of electron correlation, or
possibly by approximations common to the various methods
such as the molecular geometries or the use of an effective core
potential to describe the ionized core. A partial answer to this
question comes from the statistical data already presented. The
root-mean-squared error (RMSE) listed in Table 2 is clearly
lowest for the high-level methods, MP4SDQ�CCSD(T), largely
due to a corresponding reduction in mean error, i.e., a method-
dependent uniform shift, as is evident from Figure 2. The
standard deviation (SD) about the mean error is seen to be
about 30meV for the high-endmethods, with a rapidly increasing
SD value as the correlation treatment becomes less complete.
However, a standard deviation of 30 meV is still 50% higher than
the estimated experimental uncertainty, and the latter is then
either too optimistic or there is a source of random error
common to the (high-end) computational methods. One possi-
ble candidate for such an error is the approximate scheme used to
describe the ionized atomic core, to be explored next.
3.4.1. ECP vs Explicit Core Hole. All of the calculations

described above used a one-electron effective core potential
(ECP) to simulate the effects of the ionized core on the valence
electrons. To investigate the possible errors arising from this
approximation, all of the chemical shifts in the database were
recomputed at theHartree�Fock level of theory using an explicit
and self-consistent core-hole description. These results will now
be compared with a similar set of calculations using the ECP,
keeping molecular geometries and the basis set the same. A
convenient way to analyze these results is by relating the core-
hole-based shifts to those obtained with an ECP through a linear
regression model, cf. Table 3. Importantly, the two sets of
chemical shifts agree closely, as is evident from a slope of
0.9985 and an intercept of �16 meV for the correlation line,
meaning that the shift data computed by means of the ECP lie 16
meV higher than those obtained using an explicit core hole.
While this average picture applies equally well to sp3 and
aromatic sp2 carbons, larger errors occur for carbons with triple
bonds and to some extent also to aliphatic sp2 carbons. For sp-
hybridized carbon atoms, the intercept triples to �59 meV and
the slope drops to 0.984.
The observation that the ECP model faces limitations in the

case of triply bonded carbon atoms is not completely unexpected,
as the short C�Cdistance in the acetylenic moiety should induce
stronger orbital relaxation effects in the core orbital of sp carbons

than other carbons.On the other hand, the short C�Cdistance also
implies a stronger tendency to delocalize the core hole over the
triply bonded pair of atoms, which is not at all well described at the
self-consistent-field level of theory. Hence, an ECP description may
still offer the best choice, and the question is whether it is possible to
improve upon this model by simple means. One step in this
direction is to assume that the change to the C1s shift due to
inclusion of an explicit core hole is transferable between electronic-
structure methods. If true, this implies that the chemical shift
obtained with a given method may be corrected according to

ΔIEðM, correctedÞ ¼ ΔIEðM, ECPÞ þ ΔIEðHF, coreholeÞ
�ΔIEðHF, ECPÞ ð1Þ

where “M” refers to any electronic-structure method such as
MP2 or CCSD(T). However, if this correction is applied to our
CCSD(T)/TZP data, the root-mean-squared error (RMSE)
drops only slightly, from 32 to 26 meV. The standard deviation
about the mean error remains the same within 1 meV, as is the
case also for the root-mean-squared deviation (RMSD) about a
best-fit line. Hence, it appears that the use of an effective potential
to represent the ionized core induces a very small systematic
error in the computed C1s shifts, primarily associated with sp
carbons. Correcting by reference to proper hole-state calcula-
tions appears relevant only for the most accurate of ab initio
methods. The possible coupling between the ECP�core-hole
correction and choice of basis set is commented upon below.
3.4.2. Basis Set Effects. The default basis set used in the

calculations reported thus far is of triple-ζ plus polarization
quality and based on the Dunning�Huzinaga set. To explore
the impact of the basis set on the quality of the theoretical
chemical shifts, the full set of calculations was repeated using the
same methods and molecules as previously but now employing
the cc-pVTZ basis. This basis set is better than TZP in terms of
the polarization space and total number of basis functions, but it
is fully contracted in the core orbital space. For this reason, two
sets of tight s and p functions were added to the carbon atom
undergoing core ionization. We note that the use of this basis set
was advocated by Cavigliasso and Chong,13 with the slight
difference that they apply the addition of compact core functions
to all non-hydrogen atoms and also in the initial state. We have
confirmed that this difference has negligible impact on the
computed relative ionization energies.
The new C1s shifts obtained with the cc-pVTZ basis were

compared with the experimental shifts, as reported in Table 4,
and the RMSE values of selected methods are compared for the
two basis sets. Except for MP2, the introduction of cc-pVTZ
leads to poorer agreement with experimental results for all
methods. For MP4SDQ and CCSD(T), the RMSE values
increase by about 10 meV, while much larger changes are found
for most of the DFT methods as well as HF. Quite uniformly for
the DFT methods, the mean error is shifted toward lower values
by about 50 meV upon changing from TZP to cc-pVTZ. The
deviation from a linear best fit to experimental shift values also
deteriorates with cc-pVTZ, resulting in RMSD values that
typically increase by 20�30 meV. Exceptions to this trend are
primarily functionals that represent exchange interaction only
through the Slater term; they systematically give too high C1s
shifts and hence benefit from the general reduction in shift values
observed for cc-pVTZ. Moreover, functionals that include the
KCIS correlation functional display less basis-set sensitivity, as
illustrated by the representative examples in Table 4.

Table 3. Results of a Linear-Fit Comparison of C1s Shifts
Computed at the Hartree�Fock/TZP Level of Theory, Using
an Explicit Core�HoleModel and an Effective Core Potential
(ECP) Model for the Ionized Core

data set slope, sa intercept, μ (meV)a RMSE (meV)

all 0.999 �16 24

sp3 1.009 �8 11

sp2 0.998 �9 14

aliphatic 0.983 �22 15

aromatic 1.004 �4 14

sp 0.984 �59 53
a core hole shift = s � (ECP shift) + μ.
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The inferior results obtained with the cc-pVTZ basis beg for an
explanation. The TZP basis is state adapted in the sense that
different orbital exponents are used for the neutral and core-
ionized carbon atom.35 In more detail, the basis set used for the
core-ionized carbon atom starts from the corresponding nitrogen
basis, but with the orbital exponents uniformly scaled by a factor
chosen to minimize the energy of core-ionized methane.24

Hence, the TZP basis tends to give a low C1s energy for methane
and presumably an energy penalty that increases with departure
from amethane-like core. Possibly even more important for TZP
outperforming cc-pVTZ is the fact that the scaling factor used for
the ionized-carbon basis was optimized in the presence of the
effective core potential.
Table 4 also reports on shift data obtained with selected DFT

methods in conjunction with the double(D)- and quadruple(Q)-ζ
bases cc-pVnZ, where n = 2, 3, and 4 corresponds to D, T, and
Q, as well as those obtained in a single-parameter extrapolation
based on two consecutive members of the correlation-consistent
basis sets. The infinite-basis limit is estimated as36 E∞ =
((1 + n�1)3En+1� En)((1 + n

�1)3� 1)�1. Employment of the D
and T terms in this extrapolation scheme produces shift data that
approach the accuracy of those obtained with the TZP basis. For
the BRxKCIS functional, extrapolation based on the T and Q
data produces chemical C1s shifts that are marginally better than
those computed with TZP. Hence, the TZP basis appears to be a
very efficient tool for obtaining accurate shift estimates.
3.5. Corrected Shifts.The results discussed above show that if

used with TZP bases, MP4DQ,MP4SDQ, CCSD, and CCSD(T)
all provide chemical shifts in C1s ionization energies with a root-
mean-squared error (RMSE) of about 30 meV or less for a mixed-
hybridization set of atoms. Inclusion of a core-hole�ECP correc-
tion term does not change this picture. The less costly of the
computational methods examined here, Hartree�Fock and den-
sity functional theory, lead to RMSEs from 55meV in the best case
(BRxP86) to more than 300 meV in the most unfavorable case, cf.
Figure 4. It would be useful to be able to obtain reliable predictions
of ionization energies from lower-level calculations. One approach
is to remove a large part of the systematic errors in the com-
puted numbers by invoking a linear correction, calibrated toward

experimental shift data. This implies the construction of semi-
empirical predictions to experimental shifts, byway ofΔIEexp,pred =
m � ΔIEtheo + b, where regression parameters are exemplified in
Table 2 together with root-mean-squared deviation (RMSD)
between experimental and corrected-computational shift data.
The RMSD from the fit line is down to half of the RMSE for
HF, B3LYP, and MP2, with significant improvements also for the
othermethods. The lowest RMSD value among theDFTmethods
(41 meV, cf. SI) is obtained for BRx in combination with LYP or
either of the two local correlation functionals included in the study
(VWN,PL), thus competingwell withMP3 but still clearly inferior
to the truly high-end ab initio methods.
Still higher accuracy is possible at the cost of losing generality if

the linear correction is calibrated for subsets of carbon atoms of
specific hybridization. In the next section, we consider this
approach for CCSD(T), in order to examine the estimated
uncertainty in the experimental ionization energies of 10�20meV.
3.6. A Systematic View on the Basis of Hybridization. That

predicting correctly the changes of ionization energies with
changes in hybridization represents a challenge to computational
models can be seen clearly in the series ethane, ethene, and
ethyne, for which the carbon 1s ionization energy increases
monotonically. The CCSD(T)/TZP model overestimates this
increase by 5% and underestimates it by 3% if the ECP�hole-
state correction mentioned in section 2 is included. Previous HF
calculations37 show that the predicted shift between ethane and
ethene is sensitive to the choice of basis set and that the sign of
the shift can be either positive or negative, depending on the basis
set. The difference, ethene� ethane, arises from a cancellation of
an initial-state effect of 0.32 eV5,37 by a comparable relaxation
energy in the final state, and the theoretically calculated ioniza-
tion energy is, therefore, sensitive to the details of the calculation.
The preceding paragraph indicates that even our most accu-

rate computational approach, CCSD(T)/TZP, suffers from
systematic errors in computed C1s energy shifts involving carbon
atoms of different hybridization. To bypass this problem in order
to establish upper bounds to the unsystematic error in the
experimental shift values, we explore in some detail the agree-
ment between computed and experimental values for subsets of
atoms that share the formal hybridization.
A comparison of experimental and calculated ionization en-

ergies for 29 sp3 hybridized carbon atoms is shown in Figure 6 for

Figure 6. Shifts in carbon 1s ionization energies relative to that of
methane for sp3-hybridized carbon atoms. Horizontal axis: Calculated
using the CCSD(T)/TZP level of theory. Vertical axis: Experimental
shifts. The solid line shows a least-squares fit to the data.

Table 4. Basis-Set Dependency of the Agreement between
Experimental and Theoretical Shifts in Carbon 1s Ionization
Energies As Measured by the Root-Mean-Squared Error
(RMSE, in meV, based on 77 Data Points)a

basis set

method TZP cc-pVTZ cc-pVDZ cc-pVQZ X3(D,T) X3(T,Q)

HF 115 151

MP2 140 117

MP4SDQ 29 39

CCSD(T) 32 40

B3LYP 96 149 262 139 105 132

G96B95 95 139 228 108

BRxP86 55 98 188 74

BRxKCIS 70 85 177 72 72 66

SVWN 86 91 167 72
a In addition to the TZP and cc-pVnZ (n = D, T, and Q) basis sets, the
leftmost part of the table reports on energies obtained with a two-point
extrapolation method X3(n,m), where n and m are ordinals for cc-
pVnZ bases.
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the CCSD(T) calculations. The solid line shows a least-squares fit
of a straight line to the data, and the parameters of this line are
listed in the second line of numbers in Table 5. We see that the
slope and intercept are nearly the same as for the overall
comparison, but that the root-mean-squared deviation (RMSD)
ismuch smaller. From the residuals, plotted in the upper portion of
Figure 6, we see that there is no systematic deviation of the points
from the line. The root-mean-squared difference (RMSE) be-
tween experiment and theory is 20 meV compared with 32 meV
for the overall comparison, and the RMS difference from the trend
line is only 18 meV compared with 24 meV for the overall
comparison. These differences, 20 and 18 meV, are comparable
to the estimated uncertainties in the experimental data, indicating
that the CCSD(T) calculations are describing these shifts within
the experimental uncertainties. This is a strong indication that, at
least for sp3 carbons, the estimated uncertainty in the experimental
data, of 10�20 meV, is correct.
The points on the left-hand side of Figure 6 represent sp3-

hybridized carbon atoms that are not significantly influenced by
hyperconjugation—primarily those in fully saturated alkanes but
also carbon atoms in alkenes and alkynes at positions where
hyperconjugation does not have an influence. By contrast, those
on the right are strongly influenced by hyperconjugation of the
type found in propyne, for instance. In propyne, there is
significant electron transfer from C3 (the carbon atom with sp3

hybridization) to the C1 carbon via contributions from the
mesomeric form HC�dCdCH3

+. Figure 6 shows that the
theoretical calculations provide satisfactory predictions of the
effect of hyperconjugation on these ionization energies.
Table 5 also gives regression parameters derived for each

hybridization separately and also selected subsets within each
hybridization, by comparing the experimental shifts with those

predicted using CCSD(T)/TZP in the same manner as just
discussed in detail for sp3. Focusing on sp2 carbons, we find
that the root-mean-squared error is noticeably greater than
that of sp3 carbons, and that this may be traced to a corres-
ponding difference in mean (signed) error. Accordingly, the
intercept of the correlation line is significant while the slope
remains within a couple of percent from 1. Importantly, the
RMSD from the regression line is not much larger than
the estimated experimental uncertainties, 21 meV for CCSD(T),
and we conclude that an estimated uncertainty of 10�20 meV
appears realistic.
For sp hybridization, the errors in the CCSD(T) shifts are

somewhat larger than for the other hybridizations. This is evident
from anRMSE of 46meV compared to 33 and 20meV for the sp2

and sp3, respectively. After applying a linear regression model as
reported in Table 5, the root-mean-squared deviation from the fit
line to experimental shifts is about 30 meV. This number is
significantly higher than the estimated uncertainty of 10�20
meV in the experimental energies. From the discussion in section
3.4.1, one realizes that part of this larger error may be ascribed to
deficiencies in the effective-potential model (ECP) and possibly
also the localized-hole model. Hence, while we are not able to
demonstrate that the experimental energies for sp carbons are as
accurate as for the other hybridizations, we are not in a position
to prove otherwise.
Also included in Table 5 are statistics obtained from computed

energies obtained with CCSD(T) in conjunction with cc-pVTZ
bases. The RMSE values are similar to those obtained with the
TZP basis, except for a much larger mean error and hence larger
RMSE for the sp carbons. While this may be corrected for in a
linear regression model, the models for the different hybridiza-
tions are sufficiently different to give a high overall RMSD of 40
meV for cc-pVTZ, compared to 24 meV for the TZP basis.

4. CONCLUDING REMARKS

A database of 77 adiabatic carbon 1s ionization energies has
been prepared, covering linear and cyclic alkanes and alkenes,
linear alkynes, and methyl- and fluoro-substituted benzenes.
Individual entries are given with uncertainties of less than 30
meV in ionization energies. Comparison to theoretically com-
puted chemical shifts in C1s energies confirms that the uncer-
tainty in the experimental shift values is in the range 10�20 meV,
at least for sp3 and sp2 carbons. From the perspective of
developing and testing new energy density functionals, the
database constitutes a potentially useful supplement to existing
compilations of accurate experimental data suitable for quan-
tum chemical modeling. For instance, even the GMTKN30
superdatabase,38 which includes data from thermochemistry,
molecular structures, reaction kinetics, physical properties, and
also proton affinities and valence ionization energies, does not
contain core-level ionization energies. While it may be argued
that the calculation of core-level energies is a specialized branch
of computational chemistry, introduction of the ECP model
facilitates the calculation of shifts in K-shell ionization energies
on a routine basis.

The comparisons presented here show that the high-end ab
initio electronic-structure methods MP4SDQ, CCSD, and
CCSD(T), when used with scaled, polarized valence triple-ζ
bases and an effective potential for the ionized core, are able to
predict chemical shifts in carbon 1s ionization energies within a
few percent and with an RMSE of about 30 meV. This is for a set

Table 5. Comparison of Experimental Shiftsa in C1s Ioniza-
tion Energies to Those Computed with CCSD(T) in Com-
bination with TZP and cc-pVTZ Bases, Respectively
(Uncertainties in the Last Digit Indicated in Parentheses,
Energies Given in meV)

MEb RMSEc slope intercept RMSDd

TZP basis

all hybridizations 18 32 1.022 (7) �11 (3) 24

sp3 all (N = 28)e �1 20 1.019 (9) 1 (3) 18

CH3 (N = 16)e 7 21 1.030 (11) �6 (4) 16

CH2 (N = 12)e �12 19 1.007 (10) 12 (4) 15

sp2 all (N = 33)e,f 26 33 0.989 (11) �31 (6) 21

aliphatic (N = 12)e 35 38 1.011 (20) �30 (9) 17

aromatic (N = 21)e,f 21 30 0.978 (13) �30 (7) 20

sp all (N = 11)e 37 46 1.011 (21) �32 (13) 29

cc-pVTZ basis

all hybridizations 4 40 1.021 (11) 0 (6) 40

sp3 all (N = 28) �3 16 1.021 (1) 4 (3) 14

sp2 all (N = 33) �10 35 1.034 (2) 25 (10) 33

sp all (N = 11) 76 81 0.984 (2) �83 (12) 28
aME and RMSE are based on 76 shift values, whereas slope, intercept,
and RMSD are based on 72 shifts (fluorocarbons excluded). bMean
error in the theoretical shifts. cRMSE between theoretical and experi-
mental shifts. dRMSD from fit line. eThe number of data points used in
the regression. fAn additional four data points representing CF carbons
were included in ME and RMSE.
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of carbon atoms that include all common hybridizations. There
are systematic differences in the ability to reproduce shifts among
carbons of sp3, sp2, and sp hybridizations. The mean and root-
mean-squared errors are larger for sp carbons, although some of
this discrepancy may be removed if we make a correction for the
differences between calculations based on the ECP and those
done with an explicit core hole. In general, the use of an effective
ionized-core potential provides a very good approximation to
the proper hole-state calculation.

Although CCSD(T) stands out as particularly robust and
accurate as judged from the smallest worst-error (MaxE),
MP4SDQ scales much more favorably in terms of computer
time and still has almost as good predictive power with respect to
shifts in carbon 1s ionization energies. Hartree�Fock and the
hybrid-density-functional method B3LYP significantly overesti-
mate C1s shifts within each single class of carbons that share
hybridization as well as across the board, by as much as 15%. Due
to the systematic nature of the errors, a linear fit of the computed
shifts to the experimental ones provides regressional parameters
that make it possible to correct the less costly HF, B3LYP, and
MP2 calculations to give predictions of shifts that are approach-
ing the experimental uncertainties within each hybridization. For
most of the ab initio methods, the calculated shifts are in closer
agreement with the experimental shifts using the scaled TZP
basis set, as compared to the cc-pVTZ basis. This is convenient
since the TZP basis is the smaller and less computationally
demanding of the two.

After testing 138 contemporary density-functional methods,
none is found to compete with the high-end wave-function-based
methods with respect to prediction power. The BRx exchange
functional in combination with a gradient-corrected correlation
functional does represent a cost-efficient alternative if a root-
mean-squared error in excess of 50 meV is acceptable, and this is
still better than MP3 and similar to MP4DQ. However, the
largest error in any single shift datum is consistently found to be
significantly larger for the DFT methods, with none getting
below 200 meV among the 76 shift values considered here.
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ABSTRACT: There is a significant need for improved tools to validate thermophysical quantities computed via molecular
simulation. In this paper we present the initial version of a benchmark set of testing methods for calculating free energies of
molecular transformation in solution. This set is based on molecular changes common to many molecular design problems, such as
insertion and deletion of atomic sites and changing atomic partial charges. We use this benchmark set to compare the statistical
efficiency, reliability, and quality of uncertainty estimates for a number of published free energy methods, including thermodynamic
integration, free energy perturbation, the Bennett acceptance ratio (BAR) and its multistate equivalent MBAR. We identify MBAR
as the consistently best performing method, though other methods are frequently comparable in reliability and accuracy in many
cases. We demonstrate that assumptions of Gaussian distributed errors in free energies are usually valid for most methods studied.
We demonstrate that bootstrap error estimation is a robust and useful technique for estimating statistical variance for all free energy
methods studied. This benchmark set is provided in a number of different file formats with the hope of becoming a useful and general
tool for method comparisons.

1. INTRODUCTION

Simulation and theory communities have developed substan-
tial interest in using free energy calculations for molecular design
problems. Specifically, free energy calculations can guide experi-
mental screening techniques for measuring biological interaction
energies and offer the potential of a faster and cheaper way to get
thermodynamic information over large chemical spaces in a
variety of molecular contexts.1 For example, drug design2 re-
quires prediction of binding affinities, tautomers, protonation
states, membrane permeabilities, and solubilities, all of which
involve free energy calculations.3�6 Similarly, free energy calcu-
lations could become useful tools in material design problems
ranging from improved protein selectivity and stability on chro-
matographic surfaces7 to tailoring metal organic frameworks8 for
applications, such as gas storage and separation. Such potential
uses extend to the design of new nanomaterials, such as therapeutic
dendrimers, heteropolymers, and hyperbranched polymers
for molecular recognition, imaging, sensing/signaling, and
controlled payload delivery.9�13 However, substantial road-
blocks to routine use of molecular simulations as a comple-
ment to experiment include confusion over suitability of
methods for different molecular problems and the lack of
rigorous, validated understanding about the reliability of free
energy calculations and other observables estimated using sta-
tistical methods.

Other computational fields have successfully benchmarked
and tested computational methods to improve the reliability and
thus the utility of simulations. The field of computational fluid
dynamics has also grappled with issues of reliability and standar-
dization. During the late 90s, substantial research efforts in the
field of computational fluid dynamics (CFD) were focused
on establishing validation benchmarks to improve the reliabil-
ity of CFD simulations in various design applications.14�16

This research helped to bring down costs, increase data fidelity,
and reduce design cycle time in the early development phases of
new airplanes,17 Formula 1 cars,18 treatment and diagnosis of
cardiovascular diseases,19,20 and off-shore oil rigs.21 Similar
validation benchmarks were developed for simulations in the
nuclear industry, improving the reliability in nuclear reactor
safety, underground nuclear waste storage, and nuclear weapon
safety.22 Quantum chemists maintain validation databases for
comparison between experimental methods and different QM
methods.23 For molecular simulation to play a similar role in
molecular engineering design,24 benchmarks and validation sets
must be established. In this paper we aim to provide one set of
tools for improved standardization of molecular simulations
through the first version of a benchmark set for free energy
calculations for molecular transformations.

There are a large number of free energy methods available,25�31

which by early 2011 have been cited collectively over 4600 times,
with 20% of those citations in the last 18 months.32 However, the
simulation field lacks consensus in choosing a method most
appropriate for a given molecular design situation. At least three
fundamental issues contribute to this confusion.

First, there is a lack of standard test cases for rigorous com-
parisons between different free energy methods. Studies of new
methods and method comparisons frequently use relatively
simple model systems, such as a one- or two-dimensional analytically
solvable potential energy function,28,33 solvation of Lennard-Jones
sphere,28,34 alchemical changes between small molecules,31,35 or
simplified solvation models.36 These test cases may not capture
all of the issues encountered in actual molecular changes.
Alternatively, papers comparing methods may use complicated

Received: June 11, 2011
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biophysical systems, such as protein�ligand binding or pKa

determination that are hard to converge, and therefore make it
difficult to accurately gauge true gains in efficiency.37�40 Both
of these extremes put limits on our ability to decide whether
a given method will be useful in actual molecular design
scenarios.

Second, computing thermophysical properties by molecular
simulation involves stochastic sampling of molecular configura-
tions, and all comparisons must deal with the fact that repeated
independent measurements have associated statistical error;
unlike in quantum mechanics, comparisons must be done on a
statistical basis, and it will never be possible to converge most
calculations to arbitrary levels of precision in reasonable compu-
tational time.41

Finally, direct comparisons between methods can be difficult
because of the differences between simulation code bases. Free
energy calculation capabilities are recent additions to most large-
scale molecular simulation codes, andmost codes support usually
only a small subset of available free energy methods.

As a step toward helping solve these problems, we propose the
first version of a molecular test set comprising realistic systems
undergoing challenging molecular transformations. We then use
this test set to test the efficiency and reliability of different methods
for estimating free energy differences of molecular transforma-
tions from simulation. Although the molecular design applica-
tions listed in the introduction seem very different, there are
features common to all free energy calculations required for these
applications. All involve determining the preference of a mole-
cule to partition between two environments and can be calcu-
lated by way of a difference in the free energies of molecular
transformation between these two environments. For example,
we might wish to design a solute preferentially solvated by a
protein when compared to solvent (pure water) or a different
complex medium (another protein), as in the case of drug
design. Alternately we might design a solvent which prefer-
entially solvates a given solute in a mixture; for example,
designing ionic liquids42 for sequestering CO2. These molec-
ular transformations primarily involve either growing or
deleting atoms, changing the size or dispersion interaction
between atoms, or altering partial charge on mutation sites.
Any benchmark test set must include examples of these
transformations which are simultaneously challenging enough
to push new methods and yet possible to evaluate with
sufficiently high precision that we can reach meaningful compar-
isons about different methods in a reasonable amount of
computer time.

The most important features of any property estimation
method to understand are the statistical errors inherent in the
method, including both statistical bias and statistical uncertainty,
and the reliability of the method’s estimate of the property of
interest. Without knowledge of such features of the methods,
we cannot sufficiently trust our calculations or compare two dif-
ferent calculations for validation purposes.

Studies commissioned by US science funding agencies on
future directions for simulation based engineering and science
have emphasized the fundamental need for improved uncertainty
verification and validation.43,44 Almost all estimators of statistical
quantities, like methods for calculating free energies and ensem-
ble averages have some bias, a systematic deviation from the true
answer that would be obtained with perfect sampling. Additionally,
computing a given observable from independently selected
samples gives different estimates of the observable; this

variation is the statistical uncertainty of the estimate. Most free
energy methods also include estimates of this statistical uncer-
tainty. However, these uncertainty estimates are themselves
statistical quantities, with variation from sample to sample, and
must be validated.

A few valuable studies have compared28,31,33,45�49 multiple
free energy methods but not necessarily in a systematic way. We
use our proposed benchmark set to directly compare the
estimated uncertainties with the sample uncertainty. We also
compute the change in the mean square error as a function of the
number of intermediate states and the number of samples to
capture both bias and uncertainty. We also test whether the
distribution of free energy estimators is indeed Gaussian, a
condition usually assumed when using statistical uncertainty
estimates to calculate error. Finally, we also evaluate the boot-
strap method50 as a tool for estimating statistical uncertainty, as
this method can be easily implemented for all of free energy
algorithms described in this paper, and indeed generally for most
statistical estimates of observables.

In this paper, we first explain our proposed benchmark test
set for molecular transformations and the rationale behind the
molecular choices. Next, we use this set to test and compare
the accuracy, precision, and reliability of 10 free energy
methods. We then present a summary of the comparison of
the methods, with much of the data presented as Supporting
Information because of its length, and finally present our
recommendations for methods for performing free energy
calculations.

2. TEST SET

The systems in this benchmark set are designed to represent
“alchemical” changes, or changes of molecular identity, common
to most molecular design applications. Alchemical transforma-
tions frequently require the deletion or introduction of atoms
and large changes in the partial charges. Changes in torsional,
angle, or dihedral parameters usually result in smaller changes in
phase space, as do small changes in dispersion strength atomic
radius, or charge. We therefore focus on atomic introduction/
deletion and large changes in partial charge.
2.1. Minimal Test System: OPLS51 UA Methane in TIP3P

Water (MS). The solvation of a Lennard-Jones (LJ) sphere,
representing methane, is perhaps the simplest free energy test
case that can be truly defined as molecularly realistic. There are
no bonds, angles, or torsions terms nor are there solute/solvent
charge terms. This system represents a minimal test of whether
the free energy method is at all valid or applicable for molecular
systems. We examine the transformation of coupling the sphere
into water, which corresponds to the solvation free energy of this
molecule.
2.2. Charge Mutation System: Dipole Inversion in TIP3P

Water (DI). We use an OPLS-UA ethane molecule with the
addition of +1/�1 charges on the two atomic centers. This setup
avoids computing free energies of ions directly, as changing
the total charge of a system with periodic boundary conditions
is not always handled exactly in many codes, and requires
numerous complicated corrections.52 This test measures whether a
method can handle large water rearrangements around charges
and the large energy differences involved in changing large
partial charges. The system is a null transform; the free energy
change is zero as the final state is identical to the initial state
by symmetry.
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2.3. LargeMoleculeMutation System: AbsoluteHydration
Free Energy of UA Anthracene in TIP3P Water. In our third
test, we compute the solvation of anthracene via the decoupling
of the intermolecular interactions from water. This system tests
whether the method can handle introduction or deletion of
multiple atomic sites efficiently. Importantly, there are no inter-
nal ligand degrees of freedom to complicate the analysis. Force
field parameters are taken from Pitera and Van Gunsteren.53

Originally, we chose a null transformation of anthracene to
anthracene via a benzene intermediate, but the simpler solvation
problem was eventually chosen because of the difficulty of
supporting such multiphase transformations in other codes and
the difficulty of interpreting the statistics of multiple transforma-
tions; a key requirement of the benchmark set is simplicity of use.
For this test set, we have used a decoupling scheme, turning off
the interactions between the solute and the solvent but keeping
the intramolecular interactions in the solute turned on as shown
in Figure 1. The free energy change of this transformation
corresponds to the desolvation free energy of anthracene, but
we report the solvation free energy for ease of interpretation.
We note that although these are simplified systems, the dipole

inversion and anthracene simulations are by no means toy models.
The dipole moment of the dipole inversion test case is 7.20
Debye, significantly greater than the dipole moment of most
small molecules, and includes a +1 to �1 charge difference on
each atom. The anthracene solvation test set involves the
disappearance of three aromatic rings with a total of 14 heavy
atoms, which is on the high end of most molecular transforma-
tions. There are of course a number of other possible test
molecules that could be examined; we will reserve discussion
of future extensions of this test set for the discussion.

3. FREE ENERGY METHODS AND ERROR
PROPAGATION

Using this benchmark set, we evaluated a total of 10 free
energy methods, chosen specifically because all can be computed
from the same set of simulation samples. In the following presen-
tations, we assume that the simulations are performed in the
isothermal�isobaric ensemble, and thus the Gibbs free energy
ΔG is the quantity of interest; the Helmholtz free energy can also
be computed if the simulations are performed in the canonical
ensemble. U indicates the generalized potential energy, which in
the case of the isobaric�isothermal ensemble is actually U + PV,
β is 1/kBT, and λ is a coupling parameter connecting the initial
and final states in a user-chosen manner. Brackets indicate an
ensemble average over the appropriate ensemble. These meth-
ods were chosen to represent a diversity of the most commonly
used methods; several of them have alternate variants, and we

have not tried to capture all possible variants. The purpose of this
paper is to propose a molecular transformation test set and
demonstrate its utility in method comparison, not necessarily a
test of all possible free energy methods. All of the 10 methods
were chosen because they can be computed from the same
equilibrium samples, rather than computed independently. We
have chosen not to examine expanded ensemble methods54 or
nonequilibrium methods, such as Wang�Landau55 and Jarzynski’s56

relationship-based methods, they would require independent
simulations for each method as well as each having additional
parameters that would have to be chosen for optimality. How-
ever, by distributing the starting configurations and parameters in
a number of formats, performing comparisons between other
methods and the methods presented in this paper will hopefully
become significantly easier for other research groups.
3.1. Thermodynamic Integration24Using a Trapezoid Rule

(TI) and a Cubic Spline26 (TI3). For TI, we compute the
ensemble average of the derivative of potential energy function
with respect to a coupling parameter λ for a system, i.e., Æ(∂U(λ)/
∂λ)λiæ at all λ values and the corresponding variances σ2i of the
Æ(∂U(λ)/∂λ)λiæ distributions:

σ2
i ¼ ÆÆx2æ� Æxæ2æ, where x ¼ Æð∂UðλÞ=∂λÞλi æ ð1Þ

The Æ(∂U(λ)/ ∂λ)λiæ values at different intermediates are inter-
polated and then integrated to get an overall free energy change:

ΔG10 ¼ Gðλ ¼ 1Þ � Gðλ ¼ 0Þ ¼
Zλ¼ 1

λ¼ 0

Æð∂UðλÞ=∂λÞλædλ

ð2Þ
For TI we have used a linear interpolation, which leads to the

standard trapezoid rule to integrate the total free energy. For TI3,
the Æ(∂U(λ)/∂λ)λiæ vs λi curve is fit piecewise to a natural cubic
spline and then integrated analytically using the coefficients of
the cubic equation (see Appendix for the derivation). Both the
trapezoidal and the cubic spline integration can be expressed in
the form of weighted sum of individual Æ(∂U(λ)/∂λ)λiæ:

ΔG10 ¼ ∑
K

i¼ 1
WiÆð∂UðλÞ=∂λÞλi æ ð3Þ

Here the Wi’s are the respective weights corresponding to each
state and K is the total number of intermediate states. The
variance σ210 of this estimate of free energy can be calculated by
the following variance propagation formula:

σ2
10 ¼ ∑

K

i¼ 1
W2

i σ
2
i ð4Þ

Occasionally, some researchers have computed the variance of
the free energy over each interval, i to i+1 individually, and then
propagated these results into the total variance. This is incorrect,
since the variance of each interval is correlated to the variance
of the neighboring intervals. For example, the free energy differ-
ence between states 1 and 2 and between states 2 and 3 both
contain statistical information from state 2. It is important to
propagate the uncertainty directly using eq 4 to avoid potential
errors.
A number of alternative TI schemes have been proposed.26,57,58

However, many of these schemes require some knowledge of the
magnitude of the statistical uncertainty for optimality. Other
schemes use nonlinear fits to two different functional forms separately

Figure 1. (a) In the coupled state or solvated state both intermolecular
and intramolecular interactions for anthracene are turned on. (b) In the
decoupled state or vacuum state the intermolecular interactions with
water molecules are turned off.
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describing LJ and Coulomb contributions to the free energy.47

Such schemes are not particularly flexible and introduce integra-
tion bias that is difficult to quantify. By using cubic splines, we can
obtain a higher order formula independent of functional form of
dU/dλ, while propagating error using the same formalism as is
used in standard TI (eq 4). For specific applications, different TI
weighting schemes may be more appropriate to the particular
curvature encountered, and these application-specific methods
might easily be better for their intended application than a
general-purpose spline, such as the one evaluated here. Because
of this large range of slight variants of the weights, we will not
attempt to classify all possible TI methods in this study but
include one higher order algorithm to examine some method
beyond the simplest trapezoidal case.
3.2. Exponential Averaging (EXP) in Two Forms: DEXP and

IEXP27,28. In exponential averaging schemes, the free energy
change ΔGij is calculated using the exponential average of the
difference of the potential energiesΔUij between two states i and
j over one of the ensembles. The free energy difference as a
function of potential energy difference ΔUij and N samples is
then

ΔGij ¼ � 1
β
ln

1
N ∑

N

n¼ 1
exp½ � βΔUðxnÞij�

 !
ð5Þ

This averaging is performed using samples from state i to
compute potential energy differences ΔUij from state i to state j.
The free energy of the reverse process can be computed using
samples from state j and computing potential energy differences
to state i. Since the labels themselves are arbitrary, to remove
ambiguity in the direction we will describe such computations as
being either “deletion” or “insertion”. We will call ΔUij taken in
the direction of decreasing entropy as an “insertion” step and
ΔUij taken in the direction of increasing entropy as a “deletion”
step, as inspired by Wu et al.59 Hence the free energy method
withΔUij stepping in the direction of increasing entropy in eq 5 is
labeled as deletion exponential averaging (DEXP), and the free
energy method with steps of ΔUij in the direction of decreasing
entropy in eq 5 is labeled as insertion exponential averaging
(IEXP). In both cases, the variance σ2ij between two adjacent
intermediate states can be estimated using standard point
estimation theory as

σ2
ij ¼

1
N

σx

Æxæ

� �2

, x ¼ exp½ � βΔUðxnÞij� ð6Þ

In both the exponential averaging methods the overall free
energy change ΔG10 is the sum of intermediate free energy
changes ΔGij, and so the variance σ210 is simply the sum of the
associated variances σ2ij. In some cases, the changes from the i
state to the i� 1 state and i + 1 states might both be deletion or
insertion cases; in this case, all the sampling performed at i and
the two estimates of the free energy difference will not be
statistically independent. Complicated molecular changes will
frequently involve both addition and subtractions of accessible
phase space and thus will fall somewhere in between these two
general schemes.
Any free energy change involving inherent directionality,

such as exponential averaging, requires careful definitions to
ensure that the direction of entropy change remains constant
throughout the process. Otherwise, we cannot interpret the

entire transformation as a deletion or an insertion process.
Methane and anthracene solvations involve moving molecules
from vapor to liquid phase, resulting in a decrease in total entropy.
However, in the dipole inversion case, we have a symmetric
transformation, and thus deletion and insertion happen within a
single process. In dipole inversion, going from a very large magni-
tude dipole to a small apolar intermediate, we have an increase of
entropy as the water around the particle becomes less structured,
and thus we use the term deletion. From the intermediate un-
charged intermediate state to the reversed �/+ dipolar state
during the second half of the inversion, we have the reverse
process, and we use the term insertion consistent with the entropy
direction definition. To use the terminology IEXP, Gaussian
estimate with insertion (GINS), DEXP, and Gaussian estimate
with deletion (GDEL) pathways, we therefore need to combine
mixed halves of what would typically be called the forward and
reverse pathways as illustrated in Figure 2. Although these
particular sums are nonzero, they provide a consistent defini-
tion of the statistical variance of insertion and deletion. The
statistical variance for symmetric transformations will simply
be the average of the variance for the deletion and insertion
processes.
3.4. Bennett Acceptance Ratio (BAR)29. The Bennett accep-

tance ratio uses samples of the potential energy in both i to j and j
to i directions to obtain a provably minimum variance estimate of
the free energy difference. Calculation of the free energy change
between any two intermediate states through BAR requires self-
consistent solution of the two equations:

ΔGij ¼ 1
β
ln

∑
Nj

k¼ 1

1

1 þ exp½ � βðΔUj
k � CÞ�

∑
Ni

l¼ 1

1
1 þ exp½ � βðΔUi

l � CÞ�

0
BBBB@

1
CCCCA þ C� 1

β
ln

Nj

Ni

� �

ð7Þ

C ¼ ΔGij þ 1
β
ln

Nj

Ni

� �
ð8Þ

The first equation is true for any constant C, but when eqs 7
and 8 are solved self-consistently the ΔGij will have minimized
variance. There exists a large number of ways to solve the
equations self-consistently, and a complete discussion of the

Figure 2. Free energy differences of transitions in the direction of
increasing and decreasing entropy should be added separately to get the
overall free energy for a dipole inversion.
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best methods is beyond the scope of this paper. The variance σ2ij
in ΔGij for any C can be estimated as

σ2
ij ¼

1

β2Ni

Æf 2ðxÞæi
Æf ðxÞæ2i

� 1

" #
þ 1

β2Nj

Æf 2ðxÞæj
Æf ðxÞæ2j

� 1

" #
ð9Þ

where f(x) is theFermi function 1/(1+x) and x=exp[β(ΔU�C)].
The total free energy change is the sum over changes between
consecutive intermediate states. Typically, the variance in the full
free energy is computed by assuming independent error and
summing the variance for consecutive intermediate states. How-
ever, the assumption that the errors add independently is not
correct, since the free energy difference from i� 1 to i and from
i to i + 1 states both depend on the potential energy at i, so their
variances are not independent. There is thus no general formula
to obtain a statistically unbiased estimate of an entire transforma-
tion computed by a series of BAR calculations between neigh-
boring states.
3.5. Unoptimized Bennett Acceptance Ratio (UBAR).

Equation 9 in Section 3.4 is valid for any initial estimate of the free
energy, though choices of C not given by the implicit equation
(eq 9) will not have minimum variance. If we make the choice of
C = β�1ln(Nj/Ni), we no longer need to self-consistently solve
equations. This can avoid saving, reading, and reprocessing all
of the data, potentially saving significant disk space or memory, at
a cost of decreased statistical efficiency and increased bias. We
can instead accumulate the averages in eqs 7�9 as the simulation
progresses. If each intermediate free energy is relatively near zero,
then this free energy estimate will be close to optimal. This
estimator is directly equivalent to the minimum variance version
of transition state Monte Carlo, where Barker acceptance
probability60 is used.61

3.6. Range-Based Bennett Acceptance Ratio (RBAR). If
we keep track of the ensemble averages in eqs 11 and 12 for a range
of trial values of C, we will obtain a number of estimates of
the best estimate free energy.61 Of these free energy estimates, the
one that corresponds most closely to the input value of the free
energy in the formula for C in eq 8 will be the least biased and will
haveminimumvariance. By choosing this particular value of the free
energy from the range of values, we are essentially pre-
calculating the self-consistent solution. To apply this method, a
range of starting values of C is chosen. This trial C is fed as an
initial guess, and C is calculated using a single iteration of eq 11,
with corresponding ΔG and σ then calculated. Accumulated
averages are maintained for each choice of C. A decent estimate
of the range of C (and thereforeΔG) is therefore a requirement
for using this method. In some cases, it may end up being more
costly than BAR, as accumulated averages must be maintained
for a certain number of trial free energy values, instead of simply
performing 5�10 self-consistent iterations. However, the advan-
tage of what we will call in this paper RBAR is that data from each
simulation step does not need to be retained for postprocessing,
as is required with BAR, and only the accumulated averages need
to be retained.
3.7. Multistate Bennett Acceptance Ratio (MBAR)30.

MBAR is a method to find the free energies of K states
simultaneously by minimizing the K � K matrix of variances of
the free energy differences of these K states simultaneously. The
derivation of MBAR is a straightforward if mathematically
difficult extension of the derivation BAR to more than two states
considered simultaneously. This can be a significant improvement

over BAR, which minimize variances of the free energy differences
for two states at a time. For MBAR, the equation:

Gi ¼ � 1
β
ln ∑

K

k¼ 1
∑
Nk

n¼ 1

exp½ � βUiðxknÞ�

∑
K

k0 ¼ 1
Nk0exp½βGk0 � βUk0 ðxknÞ�

ð11Þ

is solved self-consistently for eachGi.ΔGij =G(λj)�G(λi) gives
the free energy change between two states i and j. The statistical
variance ofΔGij, σ

2
ij, is calculated using eqs 8 and 12 in the paper

by Shirts and Chodera.30

Importantly, the popular weighted histogram analysis method
(WHAM)46 for computing free energies, based on the multiple
histogram algorithms of Ferrenberg and Swendsen,62,63 can be
seen as a histogram approximation to this equation. If instead of
computing sums of the samples, we bin the energies Ui into a
histogram for each of the intermediate states, then the MBAR
equations becomeequivalent toWHAMequations. Similarly, if one
reduces the histogram width to zero, one arrives at the MBAR
equations,64 though this derivation does not allow one to calculate
an error estimate. Thus, by testing MBAR, we are also testing
WHAM in the limit of sufficiently narrow histograms.
3.8. Gaussian Estimate of Exponential Averaging in Two

Forms: GDEL andGINS31. If σ2ΔU = ÆΔU2æ� ÆΔUæ2 is finite and
we approximate the ΔUij distribution as a Gaussian, the free
energy can be expressed as a sum of moments of the probability
distribution of energy differences36 by

ΔGij ¼ ÆΔUæij �
β

2
σ2
ΔUij

ð12Þ

The variance over N samples of this free energy difference is
approximated in the limit of no higher moments by

σ2
ij ¼

σ2
ΔUij

N
þ

β2σ4
ΔUij

2ðN � 1Þ ð13Þ

If the distribution ΔUij is close to Gaussian, then this estima-
tion method can minimize the statistical effect of rare events,
resulting in a more efficient and substantially simpler estimate
method. To remove ambiguities with respect to direction of the
process, we use the same convention of deletion and insertion as
described for exponential averaging. In eq 12, whenΔUij is in the
direction of increasing entropy, we refer to this as GDEL, and if
we use ΔUij in the direction decreasing entropy, we refer to this
estimate as GINS. Summing the free energy changes between
intermediates again gives the total free energy changes. Total
variance is calculated assuming independent sampling at each
state, which is not an approximation here, as each calculation
depends on samples from only one state. The total free energy is
calculated by summing over the free energy changes between
neighboring states.

4. SYSTEM PREPARATION, SIMULATION PARAMETERS
AND STATISTICAL TESTS

4.1. System Preparation and Simulation Parameters.
Topologies for united atom (UA) methane, dipole inversion,
anthracene solvation test systems were created by a combination
of automated tools (Dundee PRODRG,65 OpenEye libraries66)
and manual editing and are available on the Alchemistry.orgWeb
site, http://www.alchemistry.org. Starting configurations were
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generated using GROMACS 4.0.4. The automated topologies
were solvated using GROMACS genbox, and these solvated
systems were minimized with the low-memory Broyden�Fletcher�
Goldfarb�Shanno (L-BFGS)67 minimization method, followed
by steepest descent minimization. All systems were then equili-
brated at constant volume at 300 K for 100 ps, using Langevin
dynamics with a time step of 0.002 fs.68,69 All hydrogen-contain-
ing bonds were constrained using the SHAKE algorithm to a
relative tolerance of 10�12. The systems were then equilibrated at
constant pressure at 1 atm using a Parrinello�Rahman barostat44

and a Nose�Hoover thermostat45 for 100 ps. A coupling time
constant of 5 ps was used for both thermostat and barostat.
A switching function was used for both particle mesh Ewald
(PME) and van der Waals potentials. The PME switch started at
0.88 nm with a coulomb cutoff distance of 0.9 nm for electro-
statics. Other PME parameters were: Fourier spacing of 0.12 nm,
fourth-order B-spline interpolation, and a Ewald tolerance of
10�8. A van der Waals switch at 0.8 nm and cutoff distance of
0.9 nm were used. A long-range van der Waals dispersion
correction was used for both energy and pressure.
4.2. λ Values and Spacing between Intermediate States

for Free Energy Calculations. In order to examine the change in
bias, statistical error, and mean square error as a function of the
spacing between coupling parameter λ values, we choose two sets
of λ states for each model: a full λ set, and a sparse λ set.
4.2.1. Full λ Set. Initial simulations (5 ns long, including 0.5 ns

equilibration) were performed with 21 equally spaced λ values to
guide the selection of the λ values for the main study. The free
energy analysis was done using TI. Intermediate states were
chosen so that each window contributed equally to the total error
such that the uncertainty δ(ΔGi,i+1) vs λi curve for TI was flat,
specifically ensuring that the maximum variance among all
windows was no larger than the twice of the variance among
all windows. The λ values were chosen such that each λ window
contributed 0.027 ( 0.006 kJ/mol to the total uncertainty for
methane solvation, 0.047( 0.005 kJ/mol to the total uncertainty
for dipole inversion, and 0.029 ( 0.011 kJ/mol to the total
uncertainty for anthracene solvation. For UA methane solvation
(MS), 8 intermediates were selected: λ = [0.0, 0.2, 0.4, 0.5, 0.6,
0.7, 0.8, 1.0], where λ = 0 denotes fully interacting UA methane
in water and λ = 1 denotes “ghost”UA methane, where there are
no interactions with the solvent. For consistency of sign between
test cases, the reported results are in terms of the reverse process,
the solvation of methane. For dipole inversion (DI), we include
11 intermediate states: λ = [0.0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8,
0.9, 1.0]. Here λ = 0 denotes a starting +/� configuration of the
dipole; λ = 1 denotes the reversed configuration of dipole, i.e.,�/+,
with λ = 0.5 a state with zero partial charges. For anthracene
solvation (AS), the full set contains 15 total states, with λ = [0.0,
0.05, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.65, 0.7, 0.75, 0.8, 0.85, 0.9, 1.0];
λ = 0 denotes fully interacting UA anthracene in water; λ = 1
denotes the vacuum-state anthracene with no interactions with
water. Again this corresponds to a desolvation process, and in
tables and charts, we report the free energy of hydration, which is
simply the reverse process and so includes a sign reversal. For
RBAR, this spacing means that the largest free energy between
intervals is approximately 35 kJ/mol, meaning we must use range
of �40 to 40 kJ/mol, and we choose increments of 1 kJ/mol.
4.2.2. Sparse λ Set. For methane solvation, we chose only three

λ states [0, 0.5, 1]. For dipole inversion, the sparse set was
generated by picking every alternate λ along with λ = 0.5 (which
represents zero net charge) [0, 0.2, 0.4, 0.5, 0.6, 0.8, 1.0],

reducing the number of states from 11 to 7. For the AS test
set, every third λ was chosen to create the sparse λ set [0.0, 0.2,
0.5, 0.7, 0.85, 1.0], reducing the number of states from 15 to 6.
Note that we did not need to run the separate simulations for the
sparse states; we merely select for analysis only a subset of the
states from the full λ set. For RBAR, this spacing means that the
largest free energy between intervals is approximately 66 kJ/mol,
meaning we must use a range of �70 to 70 kJ/mol, again with
increments of 1 kJ/mol. In order to also test the bias with respect
to number of states, for each model we conduct a set of 5 ns
simulations at 51 equally spaced states, with a spacing 0.02
between 2 neighboring λ states.
4.3. Generating an Ensemble of Uncorrelated Configura-

tions. The most important use of the benchmark test set in this
paper is to compare estimates of the statistical error of different
estimators of the free energy with direct sample error obtained by
repeating the experiment N times. For this purpose, we started
by generating 100 uncorrelated starting configurations. Using the
λ = 0 state from the 5 ns test runs, we used the GROMACS
program g_analyze to compute the autocorrelation time of the
potential energy, kinetic energy, total energy, Coulomb interac-
tions, and derivative dUpot/dλ for all three systems. We used
block averaging70 using the GROMACS g_analyze program to
compute the autocorrelation times. The autocorrelation time of
potential energy was chosen since it was the longest correlation
time of the observables listed here for all molecules. The auto-
correlation times of potential energy for UA methane solvation,
dipole inversion, anthracene solvation were 25, 30, and 25 ps,
respectively.
To generate initial configurations, each of the three test

systemswere run for 20 ns using a prerelease version ofGROMACS
4.5 also used for subsequent free energy configurations. We then
selected configurations separated by 2 ns as our uncorrelated
starting points. The 2 ns spacing is more than 50 times longer
than the 30 ps autocorrelation time of the potential energy. From
each of these 10 parent configurations, 20 ns simulation were run
with different randomseeds to generate a newMaxwell�Boltzmann
velocity distribution, and configurations were again selected every
2 ns, giving a total of 100 uncorrelated starting configurations for
each system. The velocity Verlet integrator was used with a
Nose�Hoover thermostat and the Martyna�Tuckerman�
Tobias�Klein (MTTK)71 barostat was used to control tempera-
ture and pressure, respectively, with other parameters set to the
defaults discussed above.
The coordinates for simulations at the first state, at λ = 0, were

selected from one of the 100 uncorrelated starting configura-
tions. The starting coordinates for each subsequent intermediate
state simulation were generated by running consecutive short
10 ps equilibration runs from the ending configuration of the
previous λ state. After this initial equilibration round, 5 ns of
NPT simulation were then performed for each initial configura-
tion and each separate λ state. Data from the first 500 ps were
discarded as equilibration. The remaining 4.5 ns of equilibrium
data for each model at each intermediate state were used for all
subsequent calculations.
4.4. Statistical Tests. 4.4.1. Quantifying Accuracy and Preci-

sion in Uncertainty Estimate of an Estimator. We estimate
the statistical uncertainty for each free energy estimator in
three ways. First, we compute the sample standard deviation
from ΔG’s computed from the series of 100 uncorrelated
simulation runs described above. Second, we compute the
analytical estimates of error corresponding to each of the
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methods. Finally, we use the bootstrap estimator for the
standard deviation.50

4.4.1.1. Sample Standard Deviation.To compute the sample
standard deviation, we take the simulations started from the 100
initial configurations and compute free energy differences from
each simulation to obtain a distribution of free energy differences.
We then directly compute the sample standard deviation corre-
sponding to each individual estimator from

σðΔGÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
∑
N

i¼ 1
ðÆΔGæ�ΔGiÞ2

N � 1

vuuut
ð14Þ

where N = 100 and ÆΔGæ is the mean over the 100 values of
ΔGi’s. Crucially, the standard deviation computed from a finite-
sized sample is itself a statistical quantity andmust therefore have
an associated uncertainty. Rigorously, in order to compute the
sample standard deviation of the uncertainty δ(σ(ΔG)), we
would need to repeat our 100 simulation experiment 100 times.
Instead, we have used the bootstrap method (described in the
bootstrap estimate section) to estimate δ(σ(ΔG)); as will be
seen later, the bootstrap method is an effective way to compute
estimates from independent free energy calculations. From this
exercise we finally get ÆΔGæ and Æσ(ΔG)æ ( δ(σ(ΔG)); ÆΔGæ
here indicates not an ensemble average but the average over 100
repetitions.
4.4.1.2. Analytical Estimate. Each free energy estimator has

an associated uncertainty estimator as discussed in previous
sections, namely the square root of the estimated variance of
the total free energy. From 100 uncorrelated starting configura-
tions, we will obtain not only 100 ΔG’s, but 100 error estimates
from each method’s analytical uncertainty estimate. We denote
the average and standard deviation of these estimated uncertain-
ties over all 100 independent runs as Æδ(ΔG)æ( δ(δ(ΔG)) and
call these the analytical uncertainty estimate and the standard
deviation of the analytical uncertainty estimate.
4.4.1.3. Bootstrap Estimate. For each of the 100 independent

free energy calculations, we also calculate a bootstrap error
estimate, a well-known and robust technique in the statistical
literature.50 The bootstrap error is constructed as follows: From
each set of potential energy differences or dU/dλ values, we
generate N bootstrap sets from the original set of molecular
simulation data. To generate a bootstrap set, we first subsample
the data using an estimate of the autocorrelation time to obtainN
statistically uncorrelated values. For each bootstrap set, we draw
N samples with replacement from the original set of uncorrelated
measurements. For example, if our set was the integers {3,6,8,9},
then a bootstrap set would consist in randomly selecting each of
the four numbers for times; {3,3,8,9}, {9,6,6,3}, and {8,8,8,8}
would all be valid sets, though clearly the last one would be the
rarest. This subsampling process is then repeated many times; in
this particular study, we draw 200 bootstrap sets. Standard rules
of thumb suggest using 50�200 bootstrapped sets to get robust
estimates of uncertainty,50 though anecdotally some users say
they get more consistent results using 1000 or more bootstrap
sets. For each of these 200 bootstrap sets, we compute the free
energy and the uncertainties using the estimators as if they were
the original data set. This gives us 200 ΔG’s, one for each of the
200 bootstrapped sets. The average of these 200 bootstrapped
ΔGbs’s gives ÆΔGæbs. The bootstrap estimate of the error, δ(ΔG)bs
is the sample standard deviation of the 200 ÆΔGæbs values for each of
the initial configurations. The average Æδ(ΔG)bsæ over all 100

initial configurations is the bootstrap error estimate. The statis-
tical uncertainty of this bootstrap uncertainty estimate is esti-
mated by computing the sample standard deviation over the 100
δ(ΔG)bs and is denoted by δ (δ(ΔG)bs).
The analytical estimate of a free energy estimator by definition

should agree with the sample standard deviation. If it does not,
then any estimate of error using the analytical estimate will be
unreliable. For example, the analytic estimate of the uncertainty
of EXP diverges from the true estimate well before the error in
EXP itself.28 If the statistics are well-behaved, the bootstrap
estimate of the statistical uncertainty should also agree with the
sample estimate of the uncertainty. The smaller the difference
between the direct sample standard deviation error estimate
Æσ(ΔG)æ and the analytical error Æδ(ΔG)æ or bootstrap
estimates, the better we know the method’s variability without
having to run multiple trials. Additionally, if we can show that
the bootstrap estimate agrees with the sample estimate of the
uncertainty, then bootstrap error can substitute for sample
uncertainty estimates even when the analytical estimate fails.
4.5. Quantifying Bias of Free Energy Estimates. The

average estimate from a statistically biased estimator, even if
repeated many times, will still deviate from the true estimate by
the bias. There are typically two types of bias in the free energy
estimators considered here. Asymptotically unbiased estimators
have bias with finite number of samples but the bias decreases to
zero in the limit of large numbers of samples. An example is the
naïve estimator of the variance in the average of a set of numbers,
which is var(a) = N�1 ∑[(ÆAæ � Ai)

2]. This estimate can be
shown to always be slightly too large, by an amount proportional
to the number of samples, and is thus asymptotically biased. If N
is replaced by N � 1, however, the estimator becomes unbiased
for any number of samples. In the limit of very largeN, the bias of
an asymptotically biased estimator will be effectively zero, but a
given estimator might require a very large number of samples to
reach this point. Thermodynamic integration does not have
asymptotic bias, because at each intermediate state, the simple
average of dU/dλ is unbiased for any numbers of samples.
Exponential averaging, BAR, and MBAR are only asymptotically
unbiased, though the bias of exponential averaging is usually
significantly higher than that of BAR and MBAR28 and careful
design of the pathway can minimize this large bias to some
extent.72 However, unlike the simple case of the estimator for the
variance of the simple mean of samples, there exist no known
unbiased versions of these free energy estimators.
Bias also occurs due to using a limited number of intermediate

states because of lack of either phase space overlap between
intermediates, as occurs in acceptance ratio methods and ex-
ponential averaging, or because of numerical integration error in
TI methods. Even for a large benchmark set like the present
study, computational expense and storage limits make it very
difficult to approach the number of sample limit and the number
of intermediate states limit simultaneously. Therefore, we
attempt to estimate the two contributions to bias indepen-
dently. For asymptotic bias, we compare the results from
combining a fixed amount of data in either one large data set
with averaging the results over or a series of shorter sets of the
same data. For bias as a function of number of intermediate
states, we vary the number of intermediates with fixed total
length of simulation to investigate bias as a function of number
of intermediate states.
4.5.1. Bias Due to Number of Samples.Data from all 100 5 ns

runs is “stitched” into a single large data set analyzed simultaneously.
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The data corresponding to first 0.5 ns equilibrations were
not included while estimating free energies, resulting in 450 ns
total simulation data. The difference between free energy
estimates computed with 450 ns of data (ΔG)450, and the
same data used to compute an average over 100 4.5 ns
trajectories ÆΔGæ is what we report the bias due to number
of samples.
4.5.2. Bias Due to Number of Intermediate States.We also ran

a set of simulations with 51 λ states for each model, as discussed
above. We can estimate the bias due to the number of inter-
mediate states by comparing the differences between free energy
estimates computed using 51 λ states (ΔG)51, ΔG estimated
using the full set of λ states, andΔG estimated using the sparse λ
states. Besides having low and consistent error estimates, ideal
free energy estimation methods should show little or no bias in
these tests. In many cases, we are limited by the statistical
uncertainty in determining the bias with high accuracy, since it
is computationally too demanding to generate 500 ns of simula-
tion for all 51 states for all test sets. In these cases, we can only
determine if the bias is statistically insignificant with respect to
the statistical uncertainty. Asymptotic bias scales with 1/N while
statistical uncertainty scales with N�1/2, so statistical variance is
usually dominant and will always be dominant if sufficient
samples are collected.
4.6. Quantifying Reliability of a Free Energy Estimator.

Root mean square error (RMSE) is the square root of the sum of
squared differences between the sample and the true answer.
Alternatively, we can write it as the sum of the variance estimate
(σ2) and the square of the bias.Mean square error is therefore the
most general overall measure of the reliability of any statistically
estimated observable. Calculating a true RMSE, of course,
requires collecting an infinite number of samples at an infinite
number of intermediate states to obtain the true answer. Since it
is computationally impossible to reach this limit and computa-
tionally expensive to approach it, we use the free energy estimate
ΔG450 from the 450 ns run to approximate the unbiased limit of
free energies given a fixed set of intermediates and the free energy
estimate ΔG51 from 51 λ state simulations as the unbiased limit
of the free energy estimate with respect to large numbers of
intermediate states, given a fixed amount of sampling. From the
two different biases generated from these two reference states, we
obtain two different estimates of mean square error. Neither of
these is a true RMSE because we lack the true reference answer.
However, these estimates of the RMSE’s capture the combined
effect of the statistical error and the two different sources of bias.

We define the two estimates of mean square errors as MSE1 and
MSE2:

MSE1i ¼ σ2
i þ bias12i , where bias1i

¼ ðΔGÞ450 � ðΔGestÞi and 1 e i e 100 ð19Þ

MSE2i ¼ σ2
i þ bias22i , where bias2i

¼ ðΔGÞ51 � ðΔGestÞi and 1 e i e 100 ð20Þ
RMSE1 and RMSE2 are defined as the averages over the

square root of MSE1i and MSE2i, respectively. The errors in
RMSE1 and RMSE2, δ(RMSE1) and δ(RMSE2), respectively,
are the standard deviations over the 100 RMSE1i and 100
RMSE2i. With the two quantities RMSE1 and RMSE2, we can
examine qualitative information about the reliability of the
methods using all the information from our experiments. We
plot a bivariate Gaussian with variances equal to RMSE1 and
RMSE2 on mutually perpendicular axes, as shown in Figure 3a,
with the analytical average of the free energy estimate ÆΔGæ
estimated by the method as the mean. An example bivariate
GaussianRMSEplots is shown inFigure 3b. Figure 3c shows the top
view of this Gaussian. The overall spread of the rings in Figure 3c is a
measure of overall reliability. A poor estimator has large and/or
unequal spreads in horizontal and vertical directions, yielding a large
circle or an ellipse. A good estimator has small and equal spread in
both the horizontal and vertical direction. Vertical spread indicates
that bias due to number of intermediate states dominates the
uncertainty estimate, while horizontal spread indicates bias due to
number of samples dominates the uncertainty estimate.
4.7. Validating the Gaussian Distributions of the Free

Energy Differences. When we express uncertainty in the free
energy estimate in terms of a single number, the variance or the
statistical uncertainty, rather than as a distribution, we are
implicitly assuming that the errors are well described by a normal
distribution, whose spread is equal to the statistical variance.
Most analytical variance methods use propagation estimates that
are only rigorously true in the Gaussian limit. As long as the
variances are bounded (not infinite), the central limit theorem
ensures that with enough samples, variances will indeed converge
to the Gaussian limit. However, for finite number of samples, this
assumption must be tested, not simply assumed, or else we run
the risk of underestimating the chance of large deviations (“black
swans”) from the average value.
To test whether the shape of the free energy distribution is

Gaussian or not, we plot histograms of the distribution of free

Figure 3. (a) Gaussians are plotted on mutually perpendicular axes. Both have the ÆΔGæ calculated using a method (here TI for methane solvation) as
mean and RMSE1 and RMSE2 as their standard deviations. (b) These are fused to generate a bivariate Gaussian plot. (c) Top view of the bivariate
Gaussian plot .
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energies from each method against Gaussian distributions. For
each Gaussian, we use the average free energy estimate as the
mean and the analytical uncertainty estimate as the standard
deviation of the Gaussian for each method. To validate our analysis
from the visual comparison of the curves we have calculated the
p-value for the Shapiro�Wilk73 test, which are used to accept or
reject the null hypothesis that the ensemble of 100 free energies
are drawn from a normal distribution.

5. RESULTS AND DISCUSSION

Results are presented in Tables 1�5 as well as in Figures 4�15.
Tables 1 and 2 contain results of the uncertainty analysis for full
and sparse λ sets only for methane solvation. Tables 3�5 contain
the free energy estimates corresponding to 450 ns and 51 λ states
runs, bias analysis, reliability estimates of free energy, and
uncertainty predictions for UA methane solvation for full and
sparse λ sets. Figures 4�7 provide comparison of the accuracy

Table 1. Statistical Uncertainty Calculated Using Three Different Approaches (Analytical Æδ(ΔG)æ, Sample Standard Deviation
σ(ΔG), and Bootstrap Æδ(ΔG)bsæ) for UA Methane Solvation Using the Full λ Seta

method ÆΔGæ Æδ(ΔG)æ ( δ(δ(ΔG)) σ(ΔG) ( δ(σ(ΔG)) Æδ(ΔG)bsæ ( δ(δ(ΔG)bs) % dev ( δ (% dev)

TI 9.081 0.107 ( 0.002 0.115 ( 0.009 0.106 ( 0.006 �7.1 ( 7.9

TI3 9.008 0.111 ( 0.003 0.119 ( 0.012 0.110 ( 0.007 �6.9 ( 9.5

DEXP 8.984 0.320 ( 0.255 0.556 ( 0.122 0.319 ( 0.267 �42.5 ( 47.5

IEXP 8.928 0.104 ( 0.002 0.110 ( 0.011 0.103 ( 0.006 �5.8 ( 9.6

UBAR 8.936 0.079 ( 0.002 0.106 ( 0.010 0.098 ( 0.005 �25.3 ( 7.5

BAR 8.933 0.075 ( 0.001 0.109 ( 0.010 0.099 ( 0.006 �31.3 ( 6.3

RBAR 8.937 0.075 ( 0.001 0.109 ( 0.010 0.099 ( 0.006 �31.0 ( 6.7

MBAR 8.929 0.095 ( 0.002 0.106 ( 0.010 0.094 ( 0.005 �9.9 ( 8.6

GDEL 7.042 0.093 ( 0.002 0.136 ( 0.011 0.121 ( 0.008 �31.7 ( 5.8

GINS 1.097 0.253 ( 0.008 0.399 ( 0.032 0.400 ( 0.169 �36.5 ( 5.5
aAll quantities are in kJ/mol. ÆΔGæ is not the ensemble average but the average over 100 repetitions.

Table 2. Statistical Uncertainty Calculated Using Three Different Approaches (Analytical Æδ(ΔG)æ, Sample Standard Deviation
σ(ΔG), and Bootstrap Æδ(ΔG)bsæ) for UA Methane Solvation Using Sparse λ Seta

method ÆΔGæ Æδ(ΔG)æ ( δ(δ(ΔG)) σ(ΔG) ( δ(σ(ΔG)) Æδ(ΔG)bsæ ( δ(δ(ΔG)bs) % dev ( δ (% dev)

TI 2.545 0.175 ( 0.007 0.177 ( 0.014 0.175 ( 0.011 �1.5 ( 8.7

TI3 3.792 0.214 ( 0.009 0.217 ( 0.017 0.214 ( 0.014 �1.5 ( 8.7

DEXP 5.631 1.343 ( 0.524 3.179 ( 0.679 1.628 ( 1.186 �57.8 ( 18.8

IEXP 9.091 0.666 ( 0.101 0.638 ( 0.042 0.683 ( 0.108 4.4 ( 17.3

UBAR 8.954 0.344 ( 0.018 0.358 ( 0.024 0.351 ( 0.024 �3.9 ( 8.2

BAR 8.926 0.225 ( 0.006 0.263 ( 0.014 0.232 ( 0.014 �14.4 ( 4.9

RBAR 8.927 0.226 ( 0.005 0.260 ( 0.016 0.233 ( 0.014 �13.2 ( 5.6

MBAR 8.928 0.232 ( 0.006 0.262 ( 0.015 0.232 ( 0.014 �11.4 ( 5.4

GDEL �3.833 0.112 ( 0.004 0.189 ( 0.014 0.200 ( 0.016 �40.6 ( 4.9

GINS �1.68 � 1032 3 � 1030 ( 34 � 1030 13 � 1032( 10 � 1032 1 � 1032( 15 � 1032 �99.7 ( 2.7
aAll quantities are in kJ/mol.

Table 3. Free Energy Estimates and Corresponding Uncertainty Estimates in the Large Number of Samples (450 ns) and Large
Number of Intermediate States (51 λ states) for UA Methane Solvationa

method ((ΔG) ( δ(ΔG))450,full ((ΔG) ( δ(ΔG))450,sp ((ΔG) ( δ(ΔG))51,full

TI 9.085 ( 0.010 2.541 ( 0.017 8.920 ( 0.041

TI3 9.016 ( 0.010 3.786 ( 0.021 8.923 ( 0.041

DEXP 9.083 ( 0.083 12.657 ( 4.018 8.921 ( 0.043

IEXP 8.932 ( 0.010 8.986 ( 0.074 8.928 ( 0.040

UBAR 8.939 ( 0.010 8.930 ( 0.035 8.922 ( 0.040

BAR 8.939 ( 0.010 8.920 ( 0.023 8.921 ( 0.040

RBAR 8.940 ( 0.010 8.923 ( 0.024 8.922 ( 0.040

MBAR 8.936 ( 0.009 8.921 ( 0.023 8.924 ( 0.036

GDEL 7.048 ( 0.012 �3.837 ( 0.020 8.847 ( 0.043

GINS 1.101 ( 0.041 �1.5 � 1032( 3.2 � 1029 8.841 ( 0.040
aBootstrap estimates are reported as they are better than analytical estimates. All quantities are in kJ/mol. The subscript (450, full) denotes the free
energy estimate for 450 ns and full λ set and (450, sp) denotes the same for sparse λ set.
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and precision in free energy and the uncertainty predictions for
all 10 methods for the three test cases. Bivariate Gaussian plots
presenting the analysis of reliabilities of free energy methods are
presented in Figures 8�10. Figures 11 and 12 compare the actual
distribution of the free energies (computed using 100 5 ns simu-
lations with full and sparse λ sets) with Gaussians using the
corresponding variance and themean estimates of the free energy
methods, along with the Gaussians of 450 ns trajectory solution
and the 51 λ state simulation set for comparison. In some plots,
we omit GDEL and GINS, as their errors are significantly larger
than the scale of errors of the other methods in the plots.
Figures 13 and 14 contain the Shapiro�Wilk test comparison
for all methods for methane solvation for full and sparse λ sets.
Figure 15 contains a free energy convergence comparison for all
methods. Tables and figures for dipole inversion and anthracene
hydration free energy test cases are presented in the Supporting
Information.
5.1. Validation of Uncertainty Estimates. The first column

in Table 1 is the free energy change calculated as an average over
the 100 repetitions from uncorrelated configurations. The next
three columns are the average of the analytical estimate of un-
certainty over all repetitions Æδ(ΔG)æ, the sample standard devia-
tion σ(ΔG), and the average bootstrap estimate of the uncertainty

over all repetitions Æδ(ΔG)bsæ. The last column gives the percent
deviation of the analytical estimate of uncertainty from the
sample standard deviation along with the propagated error.
Standard deviations {δ(δ(ΔG)), δ(σ(ΔG)), δ(δ(ΔG)bs} for
the error estimate distributions are also reported. Importantly,
the error estimates are generally predicted very consistently with
the exception of the error estimates for DEXP, with a relative
error of usually between 5% and 10%. Thus, the error estimates
obtained by almost all methods can generally be relied on to be
consistent between different repetitions. This does not necessa-
rily guarantee that they will accurately predict the variation in the
free energies obtained with different data sets but at least means
the error estimates will be consistent between data sets.
We find that the analytic error estimate of most methods

underestimates the true sample standard deviation, most often
only slightly, but occasionally more significantly. For some of the
methods, this deviation is always within either one or two
standard deviations and thus likely within the statistical noise.
Examining the data in Tables 1 and S2 and S3 in the Supporting
Information for TI and TI3, analytical and sample estimates of
uncertainty differ by 1 or less standard deviation for all but the
anthracene solvation with the full λ set, where it differs by
approximately 2 standard deviations and is likely therefore noise.

Table 4. Bias Estimates Due to Number of Samples and Number of λ States for Full and Sparse λ Sets for UA Methane
Solvationa

method (bias1 ( δ(bias1))450,full (bias2 ( δ(bias2))51,full (bias1 ( δ(bias1))450,sp (bias2 ( δ(bias2))51,sp

TI �0.005 ( 0.015 0.160 ( 0.042 0.005 ( 0.024 �6.374 ( 0.045

TI3 �0.005 ( 0.015 0.088 ( 0.042 0.006 ( 0.030 �5.131 ( 0.046

DEXP �0.100 ( 0.092 0.062 ( 0.059 �7.044 ( 4.021 �3.308 ( 0.150

IEXP �0.002 ( 0.014 0.002 ( 0.041 0.097 ( 0.100 0.155 ( 0.078

UBAR �0.003 ( 0.013 0.014 ( 0.041 0.024 ( 0.049 0.032 ( 0.053

BAR �0.003 ( 0.012 0.015 ( 0.041 0.009 ( 0.032 0.008 ( 0.046

RBAR �0.005 ( 0.012 0.013 ( 0.041 0.004 ( 0.033 0.005 ( 0.046

MBAR �0.007 ( 0.013 0.005 ( 0.037 0.007 ( 0.033 0.004 ( 0.043

GDEL �0.003 ( 0.015 �1.802 ( 0.044 0.001 ( 0.023 �12.683 ( 0.044

GINS �0.001 ( 0.048 �7.741 ( 0.047 �1.4 � 1031( 3.4+E30 �1.7 � 1032( 3.4 � 1030
aAll quantities are in kJ/mol. The subscript (450, full) denotes the bias estimate for 450 ns and full λ set and (450, sp) denotes the same for sparse λ set.
The subscript (51, full) denotes the bias estimate for 51 λ set and full λ set and (51, sp) denotes the same for sparse λ set. Bias1 refers to bias due to
number of samples. Bias2 refers to bias due to intermediate states.

Table 5. RMSEs and Statistical Uncertainties in RMSEs for UA Methane Solvationa

method ((RMSE1) ( δ(RMSE1))full ((RMSE2) ( δ(RMSE2))full ((RMSE1) ( δ(RMSE1))sp ((RMSE2) ( δ(RMSE2))sp

TI 0.148 ( 0.054 0.208 ( 0.084 0.237 ( 0.076 6.377 ( 0.178

TI3 0.153 ( 0.059 0.172 ( 0.069 0.290 ( 0.093 5.135 ( 0.218

DEXP 0.531 ( 0.474 0.490 ( 0.512 7.596 ( 2.138 4.478 ( 1.837

IEXP 0.142 ( 0.051 0.142 ( 0.052 0.897 ( 0.271 0.904 ( 0.273

UBAR 0.121 ( 0.054 0.121 ( 0.055 0.473 ( 0.147 0.473 ( 0.148

BAR 0.120 ( 0.055 0.120 ( 0.056 0.330 ( 0.103 0.330 ( 0.103

RBAR 0.120 ( 0.055 0.121 ( 0.056 0.331 ( 0.102 0.331 ( 0.102

MBAR 0.132 ( 0.052 0.132 ( 0.052 0.334 ( 0.102 0.334 ( 0.102

GDEL 0.152 ( 0.065 1.807 ( 0.137 0.201 ( 0.090 12.682 ( 0.190

GINS 0.427 ( 0.205 7.748 ( 0.402 3.1 � 1032( 1.5 � 1033 1.5 � 1032( 1.5 � 1033

aAll quantities are in kJ/mol. The subscripts (full) and (sp) denotes the free energy estimates for the full λ set and sparse λ set, respectively. RMSE1 uses
bias due to number of samples and sample standard deviation uncertainty estimate. RMSE2 uses bias due to number of intermediate states and sample
standard deviation uncertainty estimate. Free Energy estimates are largest for GINS and GDEL in sparse λ set, while the acceptance ratio methods
consistently show low RMSEs and the corresponding uncertainty in the RMSEs.
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For IEXP and DEXP, analytical and sample estimates also differ
by 1 or in some cases 2 standard deviations. However, analytical
and sample uncertainty estimates for BAR, RBAR, and UBAR
have differences of up to 5 standard deviations, which indicates
that the BAR uncertainty estimates can be significantly inaccurate
for multiple intermediate states. In contrast, analytical uncer-
tainty estimates with MBAR have less than 1 standard deviation
from sample uncertainty estimates. Quantitatively, as seen in

column six of Table 1, the percentage deviation of the analytical
uncertainty estimate from sample uncertainty for TI is �7 (
8% and for MBAR is �10 ( 8%, with the negative sign
indicating a negative deviation of the analytical estimate. In
both cases, this appears to be within the noise. For BAR, the
deviation from the true uncertainty is �31 ( 5%, which is
clearly statistically significant, with similar results for RBAR
and UBAR. As with BAR and its variants, analytical and sample
estimates GDEL and GINS are off by 30 ( 5%. Over all
methods, MBAR and TI analytical error estimates deviate least
from the sample estimate.

Figure 4. Uncertainty estimates (sample standard deviation, analytical,
bootstrap) are plotted for all the methods in three different test cases for
full λ set. Consistent free energy methods have bars equal in height, and
the most precise methods have the shortest bars.

Figure 5. Uncertainty estimates (sample standard deviation, analytical,
bootstrap) are plotted for six methods in three different test cases for
sparse λ set. Four (DEXP, IEXP, GINS, and GDEL) are not shown
because they did not converge properly for any of the three uncertainty
estimates.
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Bootstrap uncertainty is a robust alternative to the sample
standard deviation for all methods. Bootstrap estimates of the
uncertainty (in column five of Table 1) are very close to sample
uncertainty (in column four of Table 1). Specifically in the case of
BAR, RBAR, UBAR, GDEL, and GINS bootstrap estimates of
uncertainty are statistically equivalent to the sample standard
error estimates, unlike their analytical counterparts. In cases
where the analytical estimate does not accurately predict the
sample standard deviation, such as with BAR, RBAR, and UBAR,
the bootstrap method clearly provides a useful estimate of the
error in the free energy without a need for performing repeated
sampling.
Figure 4 visually demonstrates the efficiency of free energy

methods and the consistency of uncertainty estimators. Short
bars indicate precise free energy estimates. Equal height bars
indicate that the analytical and bootstrap uncertainties are con-
sistent with the sample standard deviation. For the full λ set,

MBAR, TI, and TI3 predict free energies with the highest pre-
cision and with the most reliable error estimate. BAR, RBAR, and
UBAR analytical estimates have large deviations from the standard
deviation estimate, but the bootstrap estimate closely matches
sample standard uncertainty estimate. IEXP and DEXP have the
largest deviations of the analytical error estimate particularly for
large transformations like dipole inversion and anthracene solvation.
GINS and GDEL have the high uncertainty estimates and
therefore give imprecise estimates of free energy.
For the sparse λ set, as shown in Tables 2 and S2 and S4 in the

Supporting Information and Figure 5, TI and TI3 still show the
lowest percent deviation from sample standard deviation. How-
ever, the free energy estimate of methane solvation is off by
6.5 kJ/mol for TI and 5 kJ/mol for TI3. GDEL and GINS have
clearly unconverged free energy and uncertainty estimates; the
free energy estimate of methane solvation for GDEL is off by
12 kJ/mol and for GINS is off by ∼1032 kJ/mol! This clearly
indicates the failure of the Gaussian approximation of ΔU for
most molecular transformation problems. The free energy

Figure 6. Bias plots for different test cases for the full λ set. DEXP, TI,
and TI3 show numerically significant bias formethane, while all methods
showmoderate bias with respect to number of states for anthracene, with
TI and TI3 showing possibly less bias.

Figure 7. Bias plots for different test cases or sparse λ set. DEXP and
IEXP show large biases both due to number of samples and due to
number of intermediate states.
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estimate of methane solvation for DEXP differs from the con-
verged answer by 3 kJ/mol, and its uncertainty estimate is 5 times
larger than the largest estimated uncertainty shown in Figure 5.
IEXP differs from the converged answer by only 0.2 kJ/mol, but
its uncertainty estimate is twice the largest plotted uncertainty.
MBAR again has the lowest andmost consistent uncertainty estimates.
However, unlike with the full λ set, BAR and RBAR have uncertainty
estimates which are as accurate as MBAR to within statistical
noise. This appears to be because as the energy differences
between the i and i + 1 and i and i� 1 get larger, their correlations
between the estimators computed from these energies decrease.
Bootstrap and analytical estimates of the error in the sparse λ

set are slightly lower than the sample standard deviation for
acceptance ratio methods for methane solvation, though not for
the other two molecules. For this sparse set of λ states, MBAR
does not provide the same clear advantage over BAR in estimat-
ing the uncertainty as with the full λ set. We hypothesize that this
advantage may only exist when the overlap between states is non-
negligible. However, even our full λ set uses relatively aggressive
spacing compared to typical free energy calculations. Therefore,
unless we are certain we are in a low overlap regime, MBAR will
be preferred to BAR.
5.2. Analysis of Bias. The statistical uncertainty is the most

important measure to quantify in order to understand the reliability
of the free energy estimate but understanding systematic bias
including both bias due to finite sample size andnumerical integration
is also important. Table 3 shows the free energy and the uncertainty
estimates predicted by different methods for UAmethane solvation

for large number of samples (450 ns trajectory) and large number
of intermediate states (51 λ states). Tables 4 and 5 include
estimates of both types of bias in free energy estimates, with respect
to number of samples and with respect to number of intermediate
states, and the corresponding RMSE estimates for UA methane
solvation. For UA methane solvation, MBAR, BAR, RBAR, UBAR,
TI, and TI3 have very low bias in free energy estimates with respect
to number of samples. The acceptance ratio methods, MBAR, BAR,
RBAR, and UBAR, have biases with respect to number of states
within the statistical noise. TI andTI3 show larger bias in free energy
estimates with respect to number of states than the other methods.
DEXP and IEXP show large biases in free energy estimates both
with respect to number of samples and states. GDEL and GINS
show the largest bias with respect to number of states. All
methods show a larger bias with respect to the number of λ
states compared to the bias with respect to number of samples.
However, this may be an artifact of the lower precision of bias
determination as a function of the number of states.
Figures 6 and 7 show the biases for different methods for all

three test cases. When error bars are larger than the bias bars, for
example, for MBAR in methane solvation, comparisons for
accuracy between free energy methods become difficult. DEXP
and IEXP have statistically significant bias for all the cases except
in methane solvation. For UA methane solvation sparse set, TI
unsurprisingly has the largest bias due to number of states, as only
three states were used.
Overall, MBAR, BAR, UBAR, and RBAR have consistently less

bias compared to other methods and hence are more accurate for

Figure 8. Bivariate Gaussian plots for UA methane solvation. TI and TI3 tend to have high bias for sparse λ sets. GDEL and GINS are not at all reliable
and are not shown, andMBAR and BAR are accurate but the precision in BAR is misleading as it underestimates uncertainty, as shown in Figures 4 and 5.
SP after the method name indicates sparse λ set.
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estimating free energy. TI and TI3 have more bias, which becomes
substantial for sparse sets. IEXP and DEXP and especially GDEL
and GINS have even larger bias. For dipole inversion, DEXP and
IEXP show the largest bias both with respect to results from large
number of samples and large number of intermediate states. All
other methods for dipole inversion, including GINS and GDEL,
show almost equal biases within statistical error limits of zero. For
anthracene hydration free energies BAR,UBAR, RBAR, andMBAR
show moderate biases for the full λ set compared to TI and TI3,
but these results are again likely to be noise (see Table S9 in the
Supporting Information). DEXP and IEXP as usual show high biases.
5.3. Overall Reliability. The knowledge of bias and uncer-

tainty can now be put together to analyze the reliability of a
method in estimating the free energy, which in this case we will
define as consistently lowest RMSE. The bivariate Gaussian plots
(Figures 8�10) show the reliability of a method, by visualizing
the RMSE using both bias estimates for each test case. For each
figure, the first two columns contain bivariate RMSE plots for full
λ state runs and the last two show the results of the sparse λ
state runs.
Figure 8, with data for UA methane solvation, shows that

MBAR, RBAR, BAR, and UBAR have small and equal spreads in
both horizontal and vertical directions indicating that these are
reliable estimates of free energy both for sparse as well as full λ
sets. TI and TI3 give reliable estimates of free energy only in full λ
state runs but are dominated by bias due to number of inter-
mediate states with the sparse set. IEXP has lower RMSE
compared to TI and TI3. GDEL and GINS are unreliable in
both the full and sparse λ sets.

In Figure 9 for dipole inversion, free energy estimates from TI
and TI3 are comparable in reliability with MBAR, BAR, RBAR,
and UBAR. GDEL and GINS also give fairly accurate estimates
of free energy for dipole inversion given the poor performance
in other systems. This can be explained in the light of the work
done by Hummer, Pratt, and Garcia on free energy of ionic
hydration,74 in which they found that the electrostatic potential
energy distribution follows Gaussian behavior. Thus even for
large changes in charges, Gaussian methods may still be a viable
and useful method.
The anthracene solvation test set is a harder problem, and no

method is as accurate as with the other two molecular cases, as
seen in Figure 10. TI, TI3, IEXP, BAR, RBAR, UBAR, andMBAR
perform equally well within noise for full λ set. In the sparse λ set,
however, IEXP and UBAR become significantly worse than the
other methods with TI being slightly worse. Improved perfor-
mance of TI relative to acceptance ratio methods for the anthracene
test set is because the sparse λ set for anthracene solvation case
(four states between end points) is not as aggressive as the
methane solvation case (only one state between end points).
GDEL, GINS, and DEXP are unreliable estimators of anthracene
hydration free energy for both the full and sparse λ sets, with both
low accuracy and precision in their predicted free energy and
uncertainty estimates.
5.4. Testing the Gaussian Distribution of Free Energies.

Asymptotic error estimate methods assume normal distribution
of error, as does the use of a standard deviation to describe the
error distribution. It is important to test if this assumption is
actually valid. Figure 11 demonstrates graphically the distribution

Figure 9. Bivariate Gaussian plots for dipole inversion. TI is reliable for this molecule, and DEXP, IEXP, GDEL, and GINS again are the least accurate
and precise.
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of free energy results for each test case, comparing it with a
Gaussian with the mean and the variance of the distribution. The

free energy distributions are plotted as histograms with the
optimal bin width calculated from Scotts’ formula,75 with opti-
mum bin width h = 3.5 σ/n(1/3), where n is the number of samples

Figure 10. Bivariate Gaussian plots for anthracene solvation free energy. The effect of bias due to the number of intermediate states is evident in almost
all methods as all spreads are elliptical in vertical direction. TI3 and MBAR both appear the most reliable, especially for the full λ set.

Figure 11. Subplots compare the distribution of estimated free energies
from independent 100 repetitions (in blue) and Gaussian with the mean
ÆΔGæ and standard deviation Æδ(ΔG)æ from 100 independent repeti-
tions (in black).

Figure 12. Each subplot compares the distribution of estimated free
energies from 100 repetitions (in blue) and the Gaussian with the mean
ÆΔGæ and standard deviation Æδ(ΔG)æ from 100 repetitions (in black).
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(i.e., 100), and σ is the standard deviation. For calculating the
optimum bin width for the first eight methods, we have used the
mean of the standard deviations from the 100 repetitions pre-
dicted byMBAR, though the variance is within a factor of 2�5 for
all methods and only affects the qualitative visualization of the
data. For GDEL and GINS, their own mean of predicted uncer-
tainties is used to calculate the optimum bin width because
uncertainties estimated with GDEL and GINS are drastically
different from that of MBAR.
In Figure 11, the blue curve is the histogram of free energies,

and the black curve is the Gaussian with the mean and the
standard deviation estimated by the specified method. The shapes
of the blue curve will match the black curve within noise if the
distribution of free energies is indeed Gaussian, with the specified
variance.
In Figures 11 and 12 and S1�S4 in the Supporting Informa-

tion, we see that the distributions of free energies from all methods
except DEXP well approximate the Gaussian, even when the
variances are large. However, in several cases (GDEL and GINS)

the variances are so large that the comparisons become statisti-
cally meaningless. Besides DEXP, which fails in all cases IEXP
and UBAR are sufficiently noisy for dipole inversion that the
comparison to a Gaussian is problematic. For the sparse λ set
IEXP and UBAR fail completely to be Gaussian. Similarly, for
anthracene solvation IEXP and UBAR fail to be Gaussian for the
sparse λ set. The 51 λ state results are omitted from GDEL and
GINS plots as they lie outside the plot axis limits. Interestingly,
we find that typically errors are distributed normally with the
variance given by the analytical estimate even if the bias in the free
energy is noticeable.
This visual analysis is only qualitative, and it is useful to also

have quantitative tests of normality. We use the Shapiro�Wilk
test for normality with an unknown mean and variance73 to test
the null hypothesis that a sample of free energies came from a
normal population. The null hypothesis is rejected if the p-value
is less than the specified probability. In this case, we choose a
cutoff p-value of 0.05, corresponding to 95% confidence intervals.
Importantly, the p-value depends on the number of samples; if a
distribution is even the slightest different than a true Gaussian,
with enough samples, the null hypothesis will always be rejected.
Therefore for a continuous measure of normality, we calculate p-
values as a function of number of samples and find the minimum
number of samples on average that are required to reject the null
hypothesis.
We randomly pick N (10 <N < 500) samples 2000 times with

replacement from the original ensemble of 100 free energies,
creating 2000 bootstrap replicas. For each bootstrap replica, we
calculate the p-value. We then calculate the mean of the p-value
over all the bootstrap replicas. This mean serves as an estimate of
the p-value corresponding toN completely independent samples.
Errors in the p-value are computed as the standard deviation over
the 2000 bootstrap replicas. We use two separate controls for
eachmethod for this experiment. First, we generateN samples 2000
times from the Gaussian distribution with mean and variance from
MBAR and calculate the corresponding p-values. Then to test the
effect of bootstrapping from a finite distribution, we generate
100 normally distributed free energies, and then from this dis-
tribution, we randomly pickN samples 2000 times to calculate
bootstrap replicas and again calculate p-values estimated as a

Figure 13. For methane solvation with full λ set, all p-value curves
except DEXP are above 0.05 for 100 samples, resulting in the rejection of
the null (normal distribution) hypothesis at the 95% confidence level for
DEXP for as low as 40 samples.

Figure 14. Methane solvation with the sparse λ set appears very similar
to the full λ set case, with DEXP failing normality tests at 95% confidence
level for as low as 25 samples. GINS is omitted because of a nonphysical
(1032) variance.

Figure 15. Free energies estimated using large number of intermediate
states and a large number of samples converge to a single value for all free
energy estimators.
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function of the number of samples. The control experiment using
samples from a normal distribution with no bootstrap is abbre-
viated as NWOB, and the one which uses bootstrap is abbre-
viated as NWB.
Figures 13 and 14 and S5�S8 in the Supporting Information

show average p-values as a function of number of samples pulled
from the distribution for the 10 methods and two control cases
for the three test systems. NWOB has the expected p-value = 0.5
curve, as the distribution is exactly Gaussian. NWB and all 10
methods have a decaying p-value curve with increasing numbers
of samples. Decreasing p-value indicates increasing deviation
from normality and increasing probability of rejecting the
normality hypothesis. For NWB, although samples come from a
known normal distribution, the null hypothesis is rejected at 95%
confidence level when the number of samples is between 110 and
270 samples depending on the test set, indicating an approximate
upper level of normality that can be observed with a finite
bootstrapped set.
Examining Figures 13 and 14 and S5�S8 in the Supporting

Information, we see that in almost all cases, for all methods other
than DEXP, we would generally need more than 90 samples to
reject the hypothesis that the samples were normal at a 95%
confidence level, which should be sufficient for all general
purposes. In all but the dipole inversion case, the null hypothesis
of normality is rejected at the 95% confidence level for DEXP
as low as 40 samples, which can be seen qualitatively in the
distribution graphs in Figures 11 and 12 and S1�S4 in the
Supporting Information. These results indicate for all methods
except for DEXP, there are essentially no long tails or “black
swans”, and the error estimates can be assumed to be Gaussians
for all practical purposes. We note that variances that are known
to be too large might require more samples to demonstrate
that they are definitively not normal, but the accurate prediction
of themagnitude of the variance is notmeasured by this statistical
test, and the effects show up only in the large (more than 100)
sample regime.
5.5. Convergence Properties. The true free energy estimate

is not necessarily the experimental value of the free energy
change of the process, but instead the infinite sampling limit of
the particular choice of molecular model. We see that with a large
number of intermediate states, all methods converge to the same
value (Figure 15), whereas the 450 ns results with the sparse λ
data set vary for different methods, with as usual large deviations
seen in GDEL and GINS, indicating significant bias with respect
to the overlap between states. Given sufficient sampling, increas-
ing the number of λ states appears to be the best way to obtain
asymptotic convergence to the true answer for most molecular
transformations that have converged sampling.
5.6. Amount of Time Required for Free Energy Estimation

Methods.We chose the calculation of anthracene solvation over
4.5 ns with the full λ set as our test system to compare compu-
tational time required by methods to compute free energies,
because the system has the largest number of intermediate states
with large free energy changes between states.We report the time
required to calculate the free energies 201 times (for the original
set and for 200 bootstrap sets) to eliminate variability caused by
computational overhead in single calculations. The time required
to read in data, make bootstrap samples, and perform book-
keeping required by all methods was 249.5 s was subtracted from
the total time to yield the analysis time of eachmethod. Time, i.e.,
time required for generating samples is also not included in the
analysis, as it is same for all methods.

From Table 6 it is evident that MBAR takes the longest of all
methods as it processes information from all the intermediate
states to give an estimate of free energy and uncertainty. RBAR is
the next most computationally costly. RBAR takes more time
compared to BAR because multiple BAR calculations are per-
formed over a range of free energies at each intermediate stage if a
large range of possible values for the self-consistent constants are
evaluated. UBAR takes less time compared to BAR because only
a single iteration is performed at each stage. DEXP and IEXP are
similar in cost UBAR. GDEL and GINS take less time compared
to DEXP and IEXP. TI3 takes slightly longer compared to TI as it
fits a spline of higher degree, but both are much cheaper than any
others. However, the total time required even byMBAR is orders
of magnitude less than the time required to perform the
sampling, so the higher cost of MBAR is not an obstacle in
most cases. Note that the time includes bootstrapping of 200
samples, so in the case of MBAR, where analytical variance is
sufficient, the single calculation time is only 24 seconds.

6. CONCLUSIONS

In this paper we have proposed the first iteration of a set of test
sets which can be used for benchmarking free energy calculation
methods for small molecule solvation. We have demonstrated
the utility of this test set by comparing 10 equilibrium free energy
methods on 3 test cases for molecular solvation, with different
spacing between intermediate states. We estimated the uncer-
tainty in three different ways: the sample standard deviation, the

Table 6. Analysis Time for Different Free Energy Methodsa

method time taken (s)

TI 0.2

TI3 5.8

DEXP 13.5

IEXP 11.5

UBAR 15.3

BAR 93.5

RBAR 1148.2

MBAR 4913.5

GDEL 4.0

GINS 4.3
aTimes are for 201 repetitions of a 4.5 ns dataset for anthracene
solvation with 15 states. Time to generate samples is not included.

Table 7. Summary of All Statistical Tests

Reliability (accuracy plus bias) of free energy estimate (high to low)

MBAR>BAR=RBAR>UBAR>TI3 >TI > IEXP>DEXP>GDEL=GINS

Reliability of uncertainty estimate (high to low)

MBAR>TI3 =TI >BAR=RBAR>UBAR> IEXP>DEXP>GDEL=GINS

Computational cost of analysis of data (high to low)

MBAR>RBAR>BAR>UBAR> IEXP=DEXP>GDEL=GINS>TI3 >TI

Is distribution of estimated free energies Gaussian?

Yes for [MBAR, RBAR, BAR, UBAR, TI, TI3, IEXP, GDEL, GINS].

No for [DEXP]

Is bootstrap better than analytical uncertainty estimate?

Yes for [RBAR, BAR, UBAR, GDEL, GINS].

Both equally good for [MBAR,IEXP,DEXP,TI,TI3]
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analytical estimate, and the bootstrap estimate as well as the
uncertainty in each of these estimates of the uncertainty. We also
calculated biases in free energy estimates at the large number of
samples limit and large number of intermediate states limit
separately. We graphically demonstrated the effect of the vari-
ance and two separate types of bias by bivariate Gaussian plots
expressing the overall reliability of the methods. We demonstrated
that bootstrap sampling accurately predicts the properties of the
sample distribution observed from 100 independent simulations
for all the free energy methods. We find that all uncertainty
estimates for all but the worst performing methods are highly
consistent, with relative errors of only 5% to 10%, and thus can be
generally expected to be consistent from sample to sample. We
also showed that the histogram of free energies from 100
independent simulations has a Gaussian form for TI, TI3,
BAR, RBAR, UBAR, MBAR, GDEL, and GINS, but that DEXP
and sometimes IEXP deviate from Gaussian distributions.

We have found that MBAR is the most reliable of all free
energy estimators, showing consistency in accuracy and precision
in both free energy and uncertainty prediction. TI and TI3 are
better uncertainty estimators compared to BAR, UBAR, and
RBAR, with equal performance to MBAR when sufficient inter-
mediate states are included but are biased with respect to the
number of intermediate states if such care is not taken. It is likely
that this bias can be reduced with the judicious use of application-
specific integration schemes, though the variance will not be
reduced, since the uncertainties for the ∂U/∂λ observables do not
change in alternative choices of the integration weights. When
the ∂U/∂λ vs λ curve has low curvature, such as in dipole
inversion, both TI and TI3 are equally reliable. But when the
curve is nonlinear, i.e., when LJ spheres grow or disappear, TI3
gives better estimates of free energy than TI. BAR and RBAR
have relatively negligible bias, but their uncertainty estimates are
frequently underestimated by 25% to 30%when overlap between
states is not negligible. UBAR is often as good as BAR and RBAR
but can fail with low numbers of intermediate states. IEXP and
DEXP are less reliable than TI and acceptance ratio methods and
should be avoided if samples can be collected from all inter-
mediates in both the forward or back direction or if the derivative
of the Hamiltonian along the pathway can be computed. IEXP
does works in some cases, but in general, IEXP and DEXP give
poor estimates for uncertainty and free energies. GINS and
GDEL do not compare well with the other methods in all the test
systems except dipole inversion test case. They only work if there
is large number of intermediate states or if the distributions are
inherently Gaussian. However, even here they are not as accurate
or precise as the other methods.

MBAR is the most expensive, but the amount of time required
for analysis is orders of magnitude less than the time required for
collecting data. UBAR takes less time compared to RBAR and
BAR and should only be considered as a quick and easy (but not
so reliable) alternative to BAR and RBAR. RBAR requires some
knowledge of the maximum free energy gap but does not require
storing all the energy data. BAR, like MBAR, requires storing
energy data for later analysis but requires no knowledge about the
size of the maximum free energy difference. GDEL and GINS
take less time compared to DEXP and IEXP but they heavily
sacrifice accuracy and precision for speed in virtually all cases.
Finally, TI takes least time to estimate free energies and
uncertainties but a little extra computation (fitting cubic splines)
in TI3 improves the accuracy in free energy estimate using TI.
We summarize these conclusions in Table 7.

Availability of the Benchmark Data Set for Multiple
Simulation Packages. The benchmark test set is available for
distribution and use at http://www.alchemistry.org. It contains
starting configurations and parameter files for all 100 uncorre-
lated starting configurations in three formats, corresponding to
three different molecular dynamics packages, GROMACS (*.gro,
*.top, and *.mdp), AMBER (*.inpcrd, *.prmtop, and *.in), and
DESMOND (*.cms and *.cfg) as well as detailed instructions for
the test set’s use. To ensure that the parameter files are correctly
constructed, we have calculated the single point energies of the
100 structures using the input files and the corresponding MD
package. We invite users of other simulation packages to contact
us in order to add energy comparisons to these simulation packages.
This is intended to be the first version of the benchmark test

set. It is not comprehensive and will require further expansion to
be more useful to a wider range of researchers. We hope that
these data sets will be useful for other researchers to compare
other free energy estimators, such as alternative TI schemes,
nonequilibrium free energy methods, and other more novel
methods.
The intention is for future versions of this benchmark test set

to be developed in response to feedback and as resources become
available. Future versions of the benchmark will ideally include
model molecules with long correlation time internal motion. A
model system for the transformation of bonded terms of would
also be useful, though these transformationsmay have sufficiently
short correlation times to make the differences in efficiency less
relevant. It is also sometimes useful to compute molecular
potentials of mean force in place of molecular transformations.
Variance is directly related to phase space overlap, so the patterns
discovered for alchemical transformations should also hold for
construction of PMF. However a test system to validate this
hypothesis will be useful. Finally, it would be ideal to eventually
test the efficiency of methods to calculate free energies of well-
studied ligand-binding systems and increasingly tractable
protein�ligand binding systems, such as T4 lysozyme. We
look forward to collaborating with other researchers to further
develop the benchmark set and will post results and comparisons
with other methods and between different codes on the http://
alchemistry.org Web site along with the benchmark set data.

’APPENDIX: THERMODYNAMIC INTEGRATION
USING CUBIC SPLINES

We fit the Æ(∂U(λ)/∂λ)λiæ vs λi curve piecewise to a series of
cubic polynomials Si(λ):

SiðλÞ ¼ ai þ biðλ� λiÞ þ ciðλ� λiÞ2

þ diðλ� λiÞ3 " 1 e i e K � 1 ðA1Þ
Here K is the total number of intermediate states, creating K� 1
intervals for splining. Each spline of a given interval has its own
set of coefficients ai, bi, ci, and di, which can be computed by
standard linear algebra methods using the conditions that define
a natural cubic spline.

SiðλiÞ ¼ ai ¼ Æð∂UðλÞ=∂λÞλi æ " 1 e i e K � 1 ðA2Þ

Siðλiþ1Þ ¼ Æð∂UðλÞ=∂λÞλiþ1
æ " 1 e i e K � 1 ðA3Þ

S
0
iðλiþ1Þ ¼ S

0
i þ 1ðλiþ1Þ " 1 e i e K � 2 ðA4Þ
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S
00
i ðλiþ1Þ ¼ S

00
i þ 1ðλiþ1Þ " 1 e i e K � 2 ðA5Þ

S
00
1ðλ1Þ ¼ 0 ðA6Þ

S
00
K � 1ðλKÞ ¼ 0 ðA7Þ

When we integrate piece wise over all the intervals, we get the
total free energy change:

ΔG ¼ ∑
K � 1

i¼ 1

Zi þ 1

i

dλSiðλÞ ðA8Þ

ΔG ¼ ∑
K � 1

i¼ 1
aiðλiþ1 � λiÞ þ bi

2
ðλiþ1 � λiÞ2

þ ci
3
ðλiþ1 � λiÞ3 þ di

4
ðλiþ1 � λiÞ4 ðA9Þ

We need to writeΔG in the form described in eq 3, as a weighted
sum of Æ(∂U(λ)/ ∂λ)λiæ at each λ, so that we can propagate the
error using eq 4. Wemust solve for the coefficients ai, bi, ci, and di
in such a way such that they be expressed as a linear weighted sum
of individual Æ(∂U(λ)/ ∂λ)λiæ.

a1
l

aK�1

2
664

3
775 ¼

A1, 1 3 3 3 A1,K

l ⋱ l
AK�1, 1 3 3 3 AK�1,K

2
664

3
775

Æð∂UðλÞ=∂λÞ1æ
l
l

Æð∂UðλÞ=∂λÞKæ

2
66664

3
77775

ðA10Þ
Here Aij are the weights in a weight matrix for ai. Similarly bi, ci,
and di are expressed as linear weighted sums of Æ(∂U(λ)/ ∂λ)λiæ
with Bij, Cij, and Dij as the weights in the respective K � 1 � K
matrices. There exist a unique solution for a, b, c, and d. The A, B,
C, and D matrices are all of rank K � 1 and are invertible.

We can then finally combine these into a single weight matrix.
Defining hi = λi+1 � λi, then eq A9 can be written as a linear
weighted sum:

ΔG ¼ ∑
K � 1

i¼ 1
∑
K

j¼ 1
hiAij þ h2i

2
Bij þ h3i

3
Cij þ h4i

4
Dij

 !
ðÆð∂UðλÞ=∂λÞjæÞ

ðA11Þ
Equation A11 can be further written as:

ΔG ¼ ∑
K � 1

i¼ 1
∑
K

j¼ 1
ðWijÞðÆð∂UðλÞ=∂λÞjæÞ ðA12Þ

Here

Wij ¼ hiAij þ h2i
2
Bij þ h3i

3
Cij þ h4i

4
Dij ðA13Þ

Once we have the weights, we can calculate the overall free
energy change using eq A12 and the uncertainty estimate using
the following equation.

σ2
10 ¼ ∑

K � 1

i¼ 1
∑
K

j¼ 1
W2

ijσ
2
j ðA14Þ

An implementation of this weighting for TI using GROMACS
is included in the examples section of the pymbar distribution at
https://simtk.org/home/pymbar.

’ASSOCIATED CONTENT

bS Supporting Information. Figures S1�S8 and Tables S1�
S10 referred to in the text. It also contains the current version of
files described in the section “Availability of the benchmark data
set for multiple simulation packages.”The most recent version of
the benchmark can be found at www.alchemistry.org. This
material is available free of charge via the Internet at http://
pubs.acs.org.
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1. INTRODUCTION

Self-assembly, whereby solutions of amphiphilic molecules
spontaneously order themselves into more-complex structures, is a
rich and important physical phenomenon.3,4 In addition to playing a
vital role in biology and in many industrial and consumer applica-
tions, self-assembly has been harnessed to create human-designed
nanostructures and functional materials.5,6 Over the last 20 years,
computer simulation has emerged as an important method to study
self-assembly processes.7�14 Recent simulation studies have ad-
dressed the properties of micellar15�26 and reverse micellar27�29

solutions, as well as more-complex phases9,30�36 and dynamical
behaviors.37,38 Molecular dynamics (MD) techniques have been
applied to examine self-assembledmacromolecularmaterials as well,
such as those composed of multiblock copolymers39 and tethered
nanoparticles.40

While much progress has been made, the quantitative predic-
tion of the thermodynamic and kinetic properties of self-assembled
solutions by computer simulation remains a challenging prospect.

System sizes and time scales of processes accessible by MD me-
thods are limited by the current computational power available.
Many advances in MD algorithms,41�43 sampling techniques,44,45

and computer hardware46 are driven by the need to study
larger systems over longer time scales. By intelligently combining
these techniques to accelerate their simulations, researchers can
increase their capability by orders of magnitude and do science
that was not previously possible.

One approach to extending the size and time scales accessible
in MD simulations is coarse graining (CG), which sacrifices
the atomic resolution present in all-atom (AA) force fields in
exchange for greater computational efficiency. In contrast to
AA models, CG models represent molecules as being composed
of fictional beads, each representing more than one atom. Several
CG force fields have been introduced in recent years, which differ

Received: July 27, 2011

ABSTRACT: The computational design of advanced materials based on
surfactant self-assembly without ever stepping foot in the laboratory is an
important goal, but there are significant barriers to this approach, because
of the limited spatial and temporal scales accessible by computer sim-
ulations. In this paper, we report our work to bridge the gap between
laboratory and computational time scales by implementing the coarse-
grained (CG) force field previously reported by Shinoda et al. [Shinoda,
W.; DeVane, R.; Klein, M. L. Mol. Simul. 2007, 33, 27�36] into the
HOOMD-Blue graphical processing unit (GPU)-accelerated molecular
dynamics (MD) software package previously reported by Anderson et al. [Anderson, J. A.; Lorenz, C. D.; Travesset, A. J. Comput.
Phys. 2008, 227, 5342�5359]. For a system of 25 750 particles, this implementation provides performance on a single GPU, which is
superior to that of a widely used parallel MD simulation code running on an optimally sized CPU-based cluster. Using our GPU
setup, we have collected 0.6 ms of MD trajectory data for aqueous solutions of 7 different nonionic polyethylene glycol (PEG)
surfactants, with most of the systems studied representing ∼1 000 000 atoms. From this data, we calculated various properties as a
function of the length of the hydrophobic tails and PEG head groups. Specifically, we determined critical micelle concentrations
(CMCs), which are in good agreement with experimental data, and characterized the size and shape of micelles. However, even with
the microsecond trajectories employed in this study, we observed that the micelles composed of relatively hydrophobic surfactants
are continuing to grow at the end of our simulations. This suggests that the final micelle size distributions of these systems are
strongly dependent on initial conditions and that either longer simulations or advanced sampling techniques are needed to properly
sample their equilibrium distributions. Nonetheless, the combination of coarse-grained modeling and GPU acceleration marks a
significant step toward the computational prediction of the thermodynamic properties of slowly evolving surfactant systems.
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in the degree of coarse graining (the number of atoms per bead)
and the procedure by which they are parametrized.1,47,48

In this work, we will study nonionic surfactant self-assembly
with the CG force field of Shinoda, DeVane, and Klein (SDK).1

This model has been shown to predict the self-assembly of
micellar, lamellar, and hexagonal phases of nonionic polyethy-
lene glycol (PEG) surfactant solutions in good agreement with
experimental phase diagrams, despite the fact that no phase
information was included in the parametrization.35 The SDK
approach to CG parametrization has been applied to many
self-assembling systems including ionic surfactants (sulfates,
sulfonates)33 and zwitterionic lipids.36

While coarse-grained models offer researchers one means of
accelerating the discovery process, further acceleration is possible
through the use of advanced computer hardware, such as
graphical processing units (GPUs). GPUs are high-performance
computer processors designed to accelerate graphical applica-
tions (e.g., computer games). In recent years, many scientists
have begun to take advantage of the similarity between computer
games and scientific simulation—specifically that the bottleneck
of both is floating point math—using GPUs to perform scientific
simulations.49 In addition to their strong floating point perfor-
mance, GPUs are appealing to scientists because of their
relatively low cost, with current state-of-the-art models available
for∼500USD.Many researchers in computational chemistry are
developing software that uses this advanced computer hardware,2,50�73

including the implementation of coarse-grained molecular mod-
eling targeted at protein�protein interactions.74 With two large-
scale supercomputers based on GPU technology now available
through the NSF Teragrid program75,76 and three large scale
GPU-based machines listed among the four fastest supercom-
puters in the world,77 it seems that GPU technology has grown
from a promising new development into one of the pillars of
high-performance computing.

One rapidly maturing implementation of GPU-based molec-
ular dynamics is HOOMD-Blue.50 Unlike many existing CPU-
based codes that were modified to take advantage of GPU
technology, HOOMD-Blue was written from the ground up to
take advantage of the advanced features of NVidia GPUs, and it
has been shown to provide performance comparable to that of a
cluster of tens of CPU cores for medium-sizedMD systems (tens
to hundreds of thousands of particles).

In this paper, we present an efficient approach to studying self-
assembly in micellar solutions using HOOMD-Blue in conjunc-
tion with the SDK CGMD force field. In section 2 of this paper,

we describe the CG force field employed in this work and our
implementation of it into HOOMD-Blue. In section 3, we
present data benchmark the performance of HOOMD-Blue in
this context, report thermodynamic and structural properties
calculated for a series of PEG surfactants, and analyze the
convergence and accuracy of these results. In section 4, we draw
conclusions.

2. METHODOLOGY

2.1. CG Potential for Aqueous PEG Surfactant Solutions.
Before discussing the details of the SDK model, the principles
by which it was parametrized are presented. This model was
developed to reproduce the thermodynamic and structural
properties of complex soft materials.1 Whenever possible, it
has been parametrized to reproduce the experimentally deter-
mined thermodynamic properties of bulk materials (e.g., liquid
water, hydrocarbons, ethers) and the interfaces between such
materials. For example, the SDK model of liquid water was
parametrized to faithfully represent the density and surface
tension of liquid water under ambient conditions.78 In addition
to experimental data, structural information from AA simula-
tions was also used as target data in the parametrization
approach. Note that the SDK model was not parametrized with
any knowledge of micellar PEG surfactant systems themselves;
thus, all of the results reported in this work are predictions of
the model.
The goal of the CG approach is to accurately describe

materials without the need to treat the atoms of the system
individually, as would be done in traditional AA simulations.
As such, the materials are partitioned into CG beads, each of
which represent, on average, three heavy atoms and associated
hydrogens.1,35 The PEG surfactants studied here, which contain
49�81 atoms per monomer, are represented by flexible chains
whose length vary from 7 to 11 CG beads (see Figure 1). Water
normally accounts for the largest consumption of computational
time in molecular simulations of aqueous systems; as such, its
coarse graining is essential if a large savings of computer time is to
be achieved. A previous study has determined that the properties
of liquid water listed above can be accurately reproduced with
three water molecules combined into a single CG bead.78

The SDK potentials employed in this work to study the self-
assembly of PEG surfactants involve three energy terms: angles,
bonds, and nonbonding Lennard-Jones terms with nonstandard
exponents.

Figure 1. Illustrated representation of the SDK CGmodel, with CG beads overlaid on the underlying atomistic structure of a series of PEG surfactants
considered in this work. Bead types are defined for terminal alcohols (OA), ethoxylate units (EO), nonterminal propyl groups (CM), terminal propyl
groups (CT), and terminal ethyl groups (CT2).
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The form of the nonbonded Lennard-Jones potentials will be
collectively referred to as ULJ

CG(r):
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where r is the distance between a pair of beads, the minimum of
the energy is given by ε, and σ is the distance where ULJ

CG(r) = 0.
Terms of the form ULJ

12�4 are used for all interactions involving
water beads, while terms of the form ULJ

9�6 are used for interac-
tions of all other pairs.1

The total angle potential can be written as

UCG
ang ðθijk, rikÞ ¼ UangðθijkÞ þ Usoftðrik; rcÞ ð2Þ

where i, j, and k index beads such that i and k are both bonded
to j, and rik is the distance between the pair of particles
i and k. Uang is a standard harmonic angle potential, given
by

UangðθijkÞ ¼ Kang

2
ðθijk � θ0Þ2 ð3Þ

where θijk is the angle between the ji and jk vectors, Kang is
the angular force constant, and θ0 is the angle of minimum
energy. An additional repulsive potential between particles i
and k, Usoft(r) is given by

Usoftðr; rcÞ ¼ UCG
LJ ðrÞ �UCG

LJ ðrcÞ for r e rc
0 otherwise

(
ð4Þ

where rc is a cutoff defined by the Lennard-Jones parameters
of beads i and k:

rc ¼
σ

3
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for U9�6
LJ
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The use of this additional repulsive potential allows for a softer
harmonic term while still maintaining a valid representation of
excluded volume interactions between atoms i and k.
A simple harmonic bonding potential represents bonds be-

tween CG beads:

UbondðrijÞ ¼ Kbond

2
ðrij � r0Þ2 ð6Þ

where rij is the distance between beads i and j, r0 is the minimum
energy distance, and Kbond is the force constant. All simulation
parameters used in this study can be found in the Supporting
Information. Note that, because of the fact that harmonic
potentials are implemented differently in HOOMD than inmany
other codes, the expressions for harmonic bond and angle
potentials reported here differ from those reported previously1

by a factor of 1/2. The reported parameters reflect this difference.
2.2. Potential Implementation. In order to run GPU-accelerated

MDwith the SDKpotential, we chose to implement the energy terms
associatedwith this force field intoHOOMD-Blue,2which is a fast and
easy-to-use implementation of MD designed to run on a single GPU.
All potentials used in this study have been incorporated into the main
HOOMD-Blue distributions, which are available for free download.79

Harmonic bonding potentials were implemented in the origi-
nal HOOMD-Blue distribution; therefore, we needed only to
implement the CG angles and nonstandard Lennard-Jones
potentials (ULJ

9�6,ULJ
12�4) from the SDK model.1,35 The GPU

implementation for the CG force field potential is straightforward
and follows the general framework for the short-ranged nonbonded
forces provided in the original paper describing the implementation
of HOOMD-Blue (see Algorithm 2 in ref 2). In HOOMD-Blue, a
force kernel is launched that is comprised of several threads that run
simultaneously. Each thread is associated with an individual particle
of the system, for which it accumulates the forces. Positional data for
the neighboring atoms is acquired from the fast texture memory of
theGPU. In this arrangement, all force terms are calculatedmultiple
times (Newton’s third law is not used) to eliminate the need for
communication between threads.2

2.3. Molecular Dynamics Simulations. To characterize the
behavior of nonionic surfactant self-assembly, we have run
simulations of aqueous solutions of various PEG surfactants. In
total, 200 individual replica simulations were run, the details of
which are listed in Table 1. All simulations presented here
employed three-dimensional (3D) periodic boundary conditions.
They were run in the NPT ensemble with a temperature of 303 K
and a pressure of 1 atm, using aNose-Hoover chain thermostat (τ =
100 ps) and an isotropic Andersen barostat (τP = 100 ps). All
simulations were carried out using HOOMD-Blue.2 Most were
performed on Longhorn, a cluster of NVidia Quadro FX 5800
GPUs at the Texas Advanced Computing Center (TACC),75 with
the remainder being performed on local resources.
To investigate relationship between micellization behavior

and hydrophobic tail length, we choose a series of five PEG
surfactants for study: C4E6, C6E6, C7E6, C9E6, and C12E6.
(Representative configurations are shown in Figure 2; throughout

Table 1. Simulated Systems

system

concentration

(mM)

No.

of surfactants

No. of

water beads

No.

of replicas

total sim.

time (μs)

C4E6 129 700 96000 20 39.0

247 1400 96000 4 3.4

342 2000 96000 4 3.4

440 2000 72000 4 4.4

616 2000 48000 20 60.2

771 2000 36000 4 7.3

950 2000 24000 4 7.3

C6E4 129 700 96000 20 70.9

C6E6 128 700 96000 20 68.0

C6E8 127 700 96000 20 69.8

C7E6 128 700 96000 20 76.4

65.5 350 96000 4 13.6

30.3 160 96000 4 12.9

15.3 80 96000 4 13.3

7.7 40 96000 4 12.9

3.8 20 96000 4 13.6

C9E6 127 700 96000 20 85.8

C12E6 126 700 96000 20 31.6

Total 200 593.8
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this paper, PEG surfactants will be abbreviated CxEy, which x is the
length of the hydrophobic tail in carbon atoms and y is the length of
the PEG chain in ethoxylate units.) In addition, we considered the
dependence of behavior on the surfactant concentration by simulat-
ing a series of C4E6 and C7E6 solutions run at concentrations
surrounding the critical micelle concentration (CMC). A study of
the dependence of the CMC on the PEG chain length is carried out
by considering a series of surfactants of the form C6Ey. All systems
presented here were started from random configurations, with no
initial aggregation of the monomers. A time step of 10 fs was used,
and trajectory data was saved every 200 ps for subsequent analysis.
A total of 20 replicas started from different random initial conditions
were run for most systems to improve statistical sampling. In total,
this study presents ∼0.6 ms of aggregate trajectory data.
2.4. Trajectory Analysis. From the trajectory data, aggregates

were identified using a cutoff-clustermethod, implemented in similar
styles as in previous atomistic24 and CG studies35 of surfactant self-
assembly. A cutoff of 8.2 Åwas chosen for all trajectory data, because
it represents the minimum in the radial distribution function of the
CG hydrocarbons of micellar PEG from previous simulations using
the same model.35 An analysis of C7E6 shows only a subtle depen-
dence of the micelle size distribution on the cutoff over the range
between 6 Å and 12 Å (see the Supporting Information).
Because the simulations reported here begin from random,

unaggregated arrangements of surfactants, it is necessary to
exclude an initial equilibration period from thermodynamic
averages. The length of this period depends on the rate of micelle
formation and varies from 0.4 μs to 2 μs for the various systems.
In the course of the analysis presented in this paper, it is

necessary to define free monomers. For the purposes of this paper,
“free monomers” are defined to be any monomers that compose
aggregates that are smaller than the first minimum in the micelle
aggregation number distribution (Nagg,min; Table 2) for each
specific surfactant. To illustrate, monomers composing aggregates
smaller than Nagg = 15 are considered free monomers for C6E6.
This definition of “free monomer” includes both true free mono-
mers (those that are completely solvated by water) and small
premicellar aggregates, which are believed to exist in micellar
solutions at concentrations near the CMC.80,81

3. RESULTS AND DISCUSSION

3.1. GPU-Accelerated MD Performance. Before discussing
the data collected using our GPU-accelerated MD approach,

we report the performance of our implementation. For bench-
marking purposes, a system representing a PEG surfactant solution
one-quarter the size of our production simulations was chosen:
175 C9E6 molecules solvated in 24 000 CG water beads. The
performance of HOOMD-Blue running on two different NVidia
GPUs—a Quadro FX 5800, as is available on the TACC Long-
horn cluster, and a GTX 480, which is a consumer graphics card
based on the new Fermi GPU processor—is reported in Figure 3.
For comparison, performance is also reported for the widely used
and highly optimized CPU-based MD code LAMMPS82,83

running on the Cray XT5 supercomputer at the National
Institute for Computational Science (Kraken). The performance
on a single Quadro FX 5800 outperforms 64 processor cores of
the XT5 running in parallel, while the newer GTX 480 hardware
outperforms all configurations of CPUs tested.
These tests indicate the value of the GPU-acceleration strategy

employed by HOOMD-Blue. HOOMD-Blue was designed from
the ground up to run on a single GPU, thus eliminating the need
for a significant amount of communication between the GPU
and the main memory or CPU. While it it is certainly true that
massively parallel implementations of MD such as that in
LAMMPS are ideal when simulating extremely large systems,
for medium-sized systems, such as those simulated in this work
(10 000�100 000 particles), a single GPU processor can give
performance competitive with a much more expensive CPU
cluster. If scientists proceed as if each GPU is its own small CPU

Figure 2. Representative configurations shown for a series of systems differing in hydrocarbon chain length. We illustrate the typical morphology of
solutions ranging from nonmicellar (C4E6) to strongly micellar (C12E6) PEG surfactants. Water beads have been removed for clarity.

Table 2. Properties of the Micelles Observed in Coarse-
Grained (CG) Molecular Dynamics (MD) Simulationsa

system

conc

(mM) Nagg,min Nagg,max

CMC

(mole fract)

Rg,max
(Å)

C6E4 129 15 41 0.99 � 10�3 15.75

C6E6 128 15 24 1.51 � 10�3 15.75

C7E6 128 11 41 3.39 � 10�4 17.75

C9E6 127 4 41 1.19 � 10�5 18.25

C12E6 126 2 45 1.41 � 10�7 18.25
aThe aggregation number at the first minimum of the micelle aggrega-
tion number distribution is labeled Nagg,min; Nagg,max is the aggregation
number at the maximum; and Rg,max is the most probable value of the
radius of gyration (Rg). Data for C4E6 and C6E8 is not included, because
there is no clear division between micelles and smaller aggregates for
these more-hydrophilic surfactants.
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cluster, it allows them to dramatically improve their sampling by
running multiple replicas in parallel, and this is the strategy that
we have employed in this work. Very intriguing, though, is the
combination of LAMMPS’ massively parallel computation strat-
egy and GPU acceleration, which has shown great promise for
extending the capabilities of computers to address questions
regarding large-scale molecular systems.54

3.2. Size and Structure of Micelles as a Function of Tail
Length. From the 0.6 ms of trajectory data collected in this
study, we have calculated a variety of thermodynamic properties
of nonionic surfactant solutions as a function of the hydrophobic
tail length, PEG chain length, and total concentration. A sum-
mary of the properties of many of the final micellar solutions can
be found in Table 2.
First we investigate the dependence of the structural proper-

ties of micelles on the hydrophobic tail length by considering a
series of surfactants of the form CxE6. All systems were simulated
with a mole fraction of monomer of 2.38� 10�3 (700 surfactant
molecules solvated in 96 000 CG water beads). The micelle
aggregation number (Nagg) distributions of this series are shown
in Figure 4. For C4E6, the most hydrophilic surfactant consid-
ered, the probability of an aggregate decreases monotonically
with its Nagg, and no aggregates of >12 monomers are observed,
indicating that either the concentrations of our simulations is
below the CMC or that C4E6 does not form micelles. The
properties of C4E6 will be examined in more detail below.
More hydrophobic surfactants, starting with C6E6, exhibit a peak

in the distribution corresponding to stable micelles. As has been
observed in experiments,4,84 the peak of the micelle size distribution
occurs at largerNagg as the hydrophobic tail length increases from 6
to 7. Surprisingly, however, the maximum of the distribution does
not shift to significantly larger Nagg as the hydrophobic tail length
increases from 7 to 12, despite the fact that experiments4,84

demonstrate that it does. This discrepancy stems from the fact that
the dynamics of micelle growth in these systems are very slow,

compared to the time scales accessed by the present simulations.
The convergence of themicelle size distributionswill be investigated
in more detail in the next subsection. The noise observed in the
C12E6 is the result of the shorter sampling time and slower evolution
of these simulations, compared with the more hydrophilic systems.
Though quantitative information about the micelle size distribu-

tions cannot be extracted from our MD data for these more
hydrophobic surfactants, one can confirm that the proper qualitative
trend—the average micelle aggregation number increases with
increasing hydrophobic tail length—is reproduced by considering
the time dependence of the average micelle number (Figure 5).
Although the micelles observed for surfactants with a hydrophobic
tail longer than six carbons continue to grow for the duration of the
simulations, the more hydrophilic systems are converging toward
lower values ofNagg, compared to those that are more hydrophobic.
The shape of the simulated micelles is described in Figure 6,

which shows histograms of micelle population as a function of
Nagg and the eccentricity (deviation from spherical shape). The
eccentricity (e) is calculated from the principle moments of
inertia, according to the following expression:29

e ¼ 1� Imin
ÆIæ

ð7Þ

Here, Imin represents the principal moment of inertia with the
smallest magnitude and ÆIæ is the average of all three principal
moments. Both the corona and core of the micelles are considered
in themoment-of-inertia calculations. The eccentricity of a perfectly
spherical object is zero, while infinitesimally thin oblate or prolate
objects would have eccentricities approaching one.
The micelles observed in the present simulations generally

have eccentricities that deviate from zero, which indicates that

Figure 3. Performance of molecular dynamics (MD) simulations of a
CG surfactant systems comprising 175 C9E6 molecules solvated in
24 000 CG water beads run using HOOMD-Blue on a single GPU is
reported. Results are presented for two different NVidia GPUs: the
Quadro FX 5800 (green) and GTX 480 (orange). The performance of
LAMMPS, the highly optimized CPU-based MD code,82,83 running on
the NICS Cray XT5 (Kraken) computer cluster is reported as a function
of the number of processor cores employed for comparison (blue). The
GPU implementation of the SDK model in HOOMD-Blue run on a
single NVidia Quadro FX 5800GPU outperforms LAMMPS running on
64 CPU cores. The same implementation running on a single Fermi-
based NVidia GTX 480 card outperforms all configurations of CPUs
tested.

Figure 4. Distributions of micelle aggregation numbers (Nagg) of five
different surfactant systems at the same concentration. Data are obtained
from MD trajectories after a significant equilibration period (0.4�2 μs,
depending on the rate of micelle formation). For clarity, the inset shows
the C6E6 distribution over a narrower range of aggregation number and
population. No maximum in the distribution corresponding to stable
micelles occurs for C4E6, but more micelles form with increasing
hydrophobic chain length. The aggregation number at which the
distribution is at a maximum increases from 24 for C6E6 to 41 for
C7E6, but then stays relatively constant as the hydrophobic chain length
increases to 9 and 12. As can be seen in Figure 5, this is likely due to the
fact that thesemore hydrophobic surfactants would require a longer time
to reach equilibrium. The probability of micelles composed of more than
60monomers rises as the chain length increases from 7 to 12, despite the
fact that the maximum of the distribution remains stationary.
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they are somewhat aspherical. The larger micelles observed are
more spherical, on average, than smaller ones. One would expect
this trend to reverse as the micelles transition from spherical to
rodlike, but rodlike micelles are not observed in the present
simulations.
This trend is also visible in Figure 7, in which one-dimensional

slices of the distributions in Figure 6 are shown for clarity. Note
that the eccentricity distributions are more sharply peaked near
zero for micelles withNagg = 55, compared to those withNagg = 30.
In addition, surfactants with longer hydrophobic tails yield
more spherical micelles, as can be seen by comparing the one-
dimensional eccentricity distributions of C7E6 and C9E6 at

equivalent values of Nagg. This trend is in good agreement with
the prediction that the radius of a spherical micelle core cannot
exceed the length of the hydrocarbon carbon chain.4

3.3. Convergence of theMicelle SizeDistribution.As noted
previously, the peak of the micelle size distribution predicted by
our simulations does not change significantly as the hydrophobic
tail length increases from 7 to 12, contrary to experimental
evidence.4,84 The source of this discrepancy can be seen in the
time evolution of the mean micelle aggregation number of this
series of surfactants, presented in Figure 5. Free monomers are
excluded when calculating the meanmicelle aggregation number.
The more-hydrophilic surfactant shown, C6E6, reaches an aver-
age value of 26 in ∼0.5 μs, and subsequently oscillates around
this equilibrium size, indicating that this system has likely reached
its equilibrium micelle aggregation number distribution. This
kinetic equilibrium is supported by the observation of hundreds
of micelle fission and fusion processes in these simulations, the
kinetics of which will be the subject of a future study. In contrast,
after the rapid growth of an initial set of micelles, the averageNagg

values for the more-hydrophobic systems (C7E6 and longer)
continue to rise slowly for the duration of the simulations. This
indicates that these systems have not reached their equilibrium
micelle number distributions, despite the fact that all of the
replicas involved in these calculations have a duration of >1 μs,
and in the C7E6 and C9E6 simulations, the replica trajectories
average 4 μs each. It appears that, after their initial formation,
micelles grow by slow processes (e.g., micelle fusion), which are
not accessible, even by the very efficient GPU-accelerated, CG
approach employed in this work. However, note that it is only
because of the extreme sampling achieved in this study that we
are able to see that the average micelles observed in our
simulations of C7E6 and C9E6 continue to grow for the 4-μs
duration of our simulations.
In an effort to assess the degree to which these systems remain

out of equilibrium, a system composed of four micelles of 175
C9E6 molecules solvated in 96 000 water beads was prepared
using the Packmol software package.85 This results in the same
concentration (127 mM) as the simulations of C9E6 discussed in
previous sections. Within the first 2 ns of the simulation, each of
these large micelles splits into two smaller ones (see Figure 8A).
These eight micelles, with an average micelle number of 86.8,
remain stable for 2.0 μs ofMD simulation, despite the fact that no
aggregates this large are observed in the original simulations (see

Figure 5. Average micelle aggregation number as a function of time for
four surfactant systems, averaged over all replicas. The degree of
convergence decreases with increasing hydrophobic tail length, and it
appears that more hydrophobic surfactants are approaching larger
average aggregation numbers. This qualitative trend is in agreement
with the experiment.4,84

Figure 6. Two-dimensional histograms of micelles as a function of
aggregation number and eccentricity (deviation from spherical shape)
for four different surfactant systems. In general, aggregates composed of
more than 10monomers are slightly aspherical (eccentricity greater than
zero). Trends toward lower eccentricity are observed with increasing
hydrocarbon chain length and aggregation number.

Figure 7. Distribution of eccentricities of micelles differing in aggrega-
tion number and the hydrophobic tail length of the component
surfactant. As can also be seen in Figure 6, micelles tend to be more
spherical (less eccentric) as the length of the hydrophobic chain
increases and as the micelles grow larger.
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Figure 8B). The discrepancy between the size of stable micelles
observed in simulations starting from different initial conditions
indicates that advanced sampling techniques, such as replica exchange,
are necessary to overcome the large barriers associated with
micelle fission and fusion. Such an approach has previously been
used in conjunction with GPU-accelerated coarse grained MD in
a study of protein�protein interactions.74 In future work, we will
incorporate advanced sampling techniques into our GPU-accel-
erated coarse-grained MD scheme to more fully sample the
equilibrium distribution of micellar solutions.
3.4. Determination of Critical Micelle Concentration. Cri-

tical micelle concentrations (CMCs), which are the concentra-
tions above which particular surfactants will form micelles, were
predicted from our simulations of micellar solutions at ∼128 mM.
This is done bymeasuring the freemonomer concentration in these
micellar solutions, which analytic theory predicts to be equal to the
CMC.3 The theoretically predicted CMCs of the series of CxE6
surfactants are given in Figure 9, along with experimentally deter-
mined CMCs for comparison.84,86,87 As is known, there is tremen-
dous variability in experimental measurements of the CMC, and the
experimental measurements of the CMC reported here vary by a
factor of 2 in some cases. The strong decrease in the CMC with
increasing hydrophobic tail length predicted by the simulations is in
good qualitative agreement with experimental results, and the values
of the CMC predicted for the more-hydrophilic surfactant systems
(C6E6 and C7E6) are in good quantitative agreement with the
experiment. However, for longer hydrophobic tails, the CMC
predicted by MD simulation is systematically too small. The
simulated CMC deviates from the experimental CMC by a factor
of 10 in the worst case (C12E6). It is possible that more-accurate

results would be obtained in these cases if the simulations were
conducted at concentrations closer to the CMC; however, unfortu-
nately, such simulations are not feasible, because of the sheer volume
of solvent that would be required to simulate even a single micelle at
such low monomer concentration.
Unlike the micelle size distributions previously discussed, the

free monomer concentrations used to predict the CMCs appear
to have reached converged values relatively early in the simula-
tions. As can be seen in Figure 10, the average number of free
monomers observed in each frame of MD trajectory data con-
verges within the first several hundred nanoseconds of simula-
tion. Indeed, the free monomer concentrations reported here
appear to be converged.
The dependence of the CMC on the PEG chain length was also

calculated. The aggregation number distributions for a series of three
surfactant systems of the form C6Ey are shown in Figure 11. For
y= 8, only relatively small aggregates are observed, and nominimum
is observed in the micelle size distribution, so it is difficult to dis-
criminate between micelles and free monomers. However, there is
a strong dependence of the average size of micelles on the PEG
chain length, so it is easy to discriminate between micelles and free
monomers for C6E6 and C6E4. In comparison to the length of the
hydrophobic tail, which has a very strong effect on the CMC, the
length of the hydrophilic PEG chain correlates relativelyweakly with
the CMC. This trend can be seen in the inset of Figure 11 and is in
good agreement with experimental studies of similar PEG surfactant
systems, which show a slight increase in the CMC with increasing
PEG chain length in surfactants of the forms C8Ey and C10Ey,

87 as
well as other simulations.21

3.5. Behavior Near the Critical Micelle Concentration.
Analytic theory3 and phenomenological models4 predict the
behavior of surfactant solutions at concentrations surrounding
the CMC. At concentrations above the CMC, the concentration
of free monomers is expected to be approximately the CMC and
remain constant with increasing total concentration. For lower
concentration solutions, it is predicted that all monomers will
exist as free monomers. However, Vold has suggested that it is
more correct to think of the surfactants in solutions approa-
ching the CMC not as free monomers, but as small premicellar
aggregates.80 Many experiments support this suggestion,88�94

Figure 8. (A)Micelle fission is observed in a simulation that was started
from a configuration with four large micelles (175 monomers each) of
C9E6 (top-left). After these initial fission events (bottom-left), which
occurs after only 2 ns of simulations, the resulting micelles remained
stable for 2.0 μs (bottom-right). (B) Aggregation number distribution as
determined in simulations started from these “big micelle” initial con-
ditions (red), compared with the distribution determined from random,
unaggregated initial conditions (blue) at the same total concentration of
monomer.

Figure 9. Calculated critical micelle concentrations (CMC) as a func-
tion of hydrocarbon chain length are shown in blue, with experimental
data84,86,87 shown in black for comparison. Simulated CMCs are
determined from the free monomer concentration of micellar solutions,
as described in the text. Agreement with experiment is excellent for short
hydrocarbon chains (C6E6 and C7E6), and the qualitative trend of
decreasing CMC with increasing hydrophobicity is reproduced.
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including a recent dynamic light scattering experiment, demonstrat-
ing the existence of such aggregates in PEG surfactant solutions.81 In
a previous publication,95 the behavior of surfactant solutions at
concentrations surrounding the CMC and the prevalence of pre-
micellar aggregates was investigated by conducting sets of simula-
tions spanning a range of concentrations surrounding the CMC for
two different PEG surfactants, C7E6 and C4E6. It was reported that,
in C7E6 solutions above theCMC, the freemonomer concentration
(which, in our analysis, is assumed to be a reasonable predictor of
the CMC) does not remain constant as the total concentration
increases. In fact, it decreaseswith total concentration, as can be seen
in Figure 12. This slow decrease in the freemonomer concentration

with increasing total concentration supports the suggestion that a
more-accurate CMC can be predicted by simulating at a concentra-
tion nearer to the CMC than is feasible for the more-hydrophobic
C9E6 and C12E6 systems, where the largest deviations of our
calculated CMCs from experimental results were observed.
Another noteworthy deviation from ideal behavior, the

existence of premicelles, was observed in C7E6 solutions below
the CMC.95 In simulations at a concentration less than half of
the CMC, 8% of surfactant molecules aggregated, as can be
seen in Figure 12. Dimeric structures were observed to be
similarly stable to micelles, and significant populations of
premicelles composed of between three and nine monomers
also were observed.
In Figure 13, we illustrate typical morphologies of C7E6

premicelles from a 128 mM solution, with variations in both
aggregation number and spherical eccentricity. Along the col-
umns are representative depictions of premicelles ranging in
shape from less eccentric (e = 0.125) to highly eccentric (e = 0.65),
and along the rows, we show premicelles with aggregation
numbers ranging trimers, to pentamers and nonamers, at a
constant eccentricity. The diagonal extending from {e = 0.65,
Nagg = 3} to {e = 0.125, Nagg = 9} roughly corresponds to the
most probable eccentricity at a given aggregate size. For all
equivalently sized systems, increasing the eccentricity generally
results in elongation of the premicelle along its major principal
axis, while retaining symmetry along the other two. It is note-
worthy that we observed a lack of spherical premicellar struc-
tures, as typically used, as a matter of convenience, in the
formulation of theoretical models for predicting premicellar
thermodynamics.96

Deviations from ideal behavior are more severe in aqueous
C4E6, as can be seen in Figure 14, which presents aggregation
number distributions calculated at several concentrations in the
vicinity of the experimentally reported CMC, 760 mM.86 As

Figure 10. Average number of instantaneous free monomers from
simulations of five surfactant systems at the same concentration as a
function of time. Values are averaged over all replicas. The inset shows
two surfactant systems with a smaller range of numbers of free
monomers for clarity. The number of free monomers converges to an
average value within <0.2 μs in all cases.

Figure 11. Aggregation number distribution for a series of surfactants
differing in the length of the hydrophilic PEG chain, but with constant
hydrophobic tail length and concentration. While the PEG chain length
has a significant effect on the peak aggregation number, the fraction of
monomers forming micelles is relatively constant, indicating that the
CMC is relatively insensitive to PEG chain length. No CMC can be
determined for C6E8, because no peak is observed in the aggregation
number (though a shoulder is observed for Nagg in the range of 15�25,
which corresponds to small, micelle-like aggregates). The CMCs
determined for the other two surfactant systems are plotted in the inset.
The CMC increases slightly with increasing PEG chain length. This
qualitative trend is in good agreement with experimental data.87

Figure 12. Concentration of unaggregated monomers (those which
compose aggregates with Nagg = 1; blue) and aggregated monomers
(those which compose aggregates with Nagg > 1; red) as a function of
total C7E6 concentration in the neighborhood of the CMC. The CMC,
as determined for this model—16.1 mM—is marked by a vertical green
line. Two notable deviations from ideal behavior are observed.95 Above
the CMC, the free monomer concentration plateaus, as predicted by
analytic theory.4 However, there is a slight, but unexpected decrease as
the total concentration increases, which suggests that a more-accurate
CMC can be predicted by calculating the freemonomer concentration at
a concentration as near to the CMC as possible. In addition, aggregates
are observed at a concentration below the CMC, with 8% of monomers
aggregated at a concentration of approximately half the CMC.
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the total concentration increases, no peak in the aggregation
number distribution develops, despite the fact that aggre-
gates of greater than 100 monomers are observed as the total
surfactant concentration approaches 1 M. Similar nonideal
behavior is observed if one considers the relationship between
the concentrations of smaller aggregates and free monomers and
the total surfactant concentration; no sudden leveling of the
concentration of free monomers (inset of Figure 14B) or
premicellar aggregates (Figure 14B) at a critical concentration
is observed. Instead, the concentration of free monomers
smoothly transitions from increasing with total surfactant con-
centration to decreasing at ∼500 mM total concentration, in
contrast to the sudden change in behavior predicted at the CMC
and observed in our simulations of C7E6. This indicates that C4E6
is not strongly micelle forming and suggests that no CMC can be
defined for C4E6 in water. Although a CMC for C4E6 has
previously been inferred from surface tension experiments,86

no raw data was reported, so it is impossible to assess the degree
to which the change in behavior at the reported CMC is sudden.
Given the large aggregates observed in our simulations, it would
not be surprising if the surface tension of C4E6 does not depend
strongly on the concentration around the experimentally deter-
mined CMC (760mM), even if no critical behavior is observable.
To the authors’ knowledge, no other measurement of the CMC
of C4E6 has been reported in the literature.

4. CONCLUSIONS

In this paper, we presented a study using GPU-accelerated
coarse-grained (CG) molecular dynamics (MD) simulations to
investigate the properties of micellar solutions of nonionic surfac-
tants. In order to carry out this study, a GPU-accelerated imple-
mentation of the SDK force field1 was added to the HOOMD-Blue
GPU-accelerated MD software package.2 The performance of a
25 000 particle MD simulation on a single GPU was comparable to
that obtained using the LAMMPS MD software package82,83

running on an optimally sized computer cluster comprising tens
of CPU cores. All code developed and used in this work is available
for free download with the current production release of the
HOOMD-Blue GPU-accelerated MD software package.79

The combined efficiency afforded us by the CG model and
GPU hardware allowed us to undertake an unprecedented study of
surfactant self-assembly, collecting a total of 0.6ms of trajectory data
in 200 replica simulations. From this data, we calculated and
reported many different thermodynamic and structural properties.
Converged critical micelle concentrations (CMCs) exhibited the
qualitatively correct dependence on the length of the hydrophobic
tail and hydrophilic PEG headgroup. Quantitative agreement with
experiment was achieved for more-hydrophilic surfactant systems
(C6E6 andC7E6), while theCMCsofmore hydrophobic surfactants
were underestimated significantly. For C7E6, it has been previously
reported that the freemonomer concentration decreases as the total
monomer concentration increases beyond the CMC,95 in contrast to
widely used models that predict it to remain relatively constant. This
trend suggests that errors in the CMCs of the more hydrophobic

Figure 13. Morphology of premicellar aggregates as a function of
aggregation number (Nagg = 3, 5, 9) and spherical eccentricity
(e = 0.125, 0.25, 0.65; see eq 7). The diagonal extending from the lower
left to the top right follows the peak in the respective system’s
eccentricity distribution. By increasing the eccentricity (columns),
premicellar aggregates tend to elongate along a major principal axis
for all three system. Note that perfectly spherical premicelles are not
observed at any aggregation size.

Figure 14. (A) Distribution of micelle aggregation numbers for aqueous C4E6 surfactant systems at various total surfactant concentrations. (B)
Enlarged view showing the concentration of small premicellar aggregates. The concentration of unaggregated monomers (those which compose
aggregates withNagg = 1), as a function of total monomer concentration in the neighborhood of a previously reported CMC (760mM),30 is shown in the
inset of Panel B. Unlike C7E6 (see Figure 12), and despite the fact that large aggregates exist at high concentration, C4E6 does not exhibit a sharp change
in behavior at a particular concentration (CMC). In addition, it is aggregation number distribution develop a peak at high concentration more similar to
the more-hydrophobic surfactants (see Figure 4).
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surfactants may result from the fact that the simulations are
carried out at concentrations much above the CMC. For the
most-hydrophilic surfactant studied, C4E6, no sharp change in
behavior is seen at any concentration, suggesting that no CMC
can be defined for this system.

The average micelle aggregation numbers determined from
our simulations increase with hydrophobic chain length, which is
in agreement with experimental results. However, even with the
extreme sampling achieved in this work, equilibrium micelle size
distributions are achieved for only the most-hydrophilic surfac-
tant systems. In fact, it is only because of the large trajectory data
set collected that the slow micellar growth that continues for the
duration of our simulations can be observed at all. In future
work, we will examine the dynamics of this growth and employ
advanced sampling techniques in conjunction with our GPU-
accelerated CG scheme to attempt to sample true equilibrium
distributions for the more challenging hydrophobic surfactant
systems.
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ABSTRACT: The partitioning of electron spin density among atoms in a material gives atomic spin moments (ASMs), which are
important for understanding magnetic properties. We compare ASMs computed using different population analysis methods and
introduce a method for computing density derived electrostatic and chemical (DDEC) ASMs. Bader and DDEC ASMs can be
computed for periodic and nonperiodic materials with either collinear or noncollinear magnetism, while natural population analysis
(NPA) ASMs can be computed for nonperiodic materials with collinear magnetism. Our results show Bader, DDEC, and (where
applicable) NPA methods give similar ASMs, but different net atomic charges. Because they are optimized to reproduce both the
magnetic field and the chemical states of atoms in a material, DDEC ASMs are especially suitable for constructing interaction
potentials for atomistic simulations. We describe the computation of accurate ASMs for (a) a variety of systems using collinear and
noncollinear spin DFT, (b) highly correlated materials (e.g., magnetite) using DFT+U, and (c) various spin states of ozone using
coupled cluster expansions. The computed ASMs are in good agreement with available experimental results for a variety of periodic
and nonperiodic materials. Examples considered include the antiferromagnetic metal organic framework Cu3(BTC)2, several ozone
spin states, mono- and binuclear transition metal complexes, ferri- and ferro-magnetic solids (e.g., Fe3O4, Fe3Si), and simple
molecular systems. We briefly discuss the theory of exchange-correlation functionals for studying noncollinear magnetism. A
method for finding the ground state of systems with highly noncollinear magnetism is introduced. We use these methods to study
the spin�orbit coupling potential energy surface of the single molecule magnet Fe4C40H52N4O12, which has highly noncollinear
magnetism, and find that it contains unusual features that give a new interpretation to experimental data.

1. INTRODUCTION

Common sources of magnetism in materials include unpaired
electrons, nuclear spins, orbital moments, and electric currents.
Here, we focus on the magnetic field component BB

spin(rB) due to
unpaired electrons. In chemical systems containing unpaired
electrons, the assignment of an atomic spin moment (ASM) to
each atom serves several important purposes. First, this helps
quantify the type of magnetic state (ferromagnetic, antiferro-
magnetic, ferrimagnetic, etc.) of a material. By allowing one to
theoretically study atomistic changes in magnetism as a function
of chemical composition, ASMs facilitate the understanding of
existing materials and the design of new materials. ASMs com-
puted from quantum chemistry calculations can be used to
develop interaction potentials for atomistic simulations of mag-
netism that facilitate the study of larger systems and statistical
ensembles. For example, atomistic simulations using Ising and
other lattice-based models have been used to study magnetic
phase transitions, magnetic domain boundaries, spin spirals, and
other complex phenomena.1�3 To serve all of these purposes,
ASMs should be simultaneously optimized to reproduce BB

spin(rB)
and the chemical states of atoms in a material. Here, we describe
how ASMs optimized for these uses can be computed from the
spin density of a quantum chemistry calculation. We compare
these results to both experimental data and other methods for
computing ASMs.

Common methods for computing ASMs include Hirshfeld,
Mulliken, natural, and Bader population analysis.4�10 Integrating

the total spin density within an effective atomic sphere radius
is another common method for computing ASMs, but this has
the disadvantage that regions between atomic spheres are not
assigned to any atom, so the ASMs do not sum to the total spin
moment of the unit cell.11 The Hirshfeld method is known to
give net atomic charges (NACs) too small in magnitude.12�14

Basis set sensitivity is a key disadvantage of Mulliken population
analysis.7,8 Because of these well-documented problems, we do
not consider Hirshfeld and Mulliken analysis further in this
article. Natural population analysis (NPA) addresses the basis set
issue,7,8 but it is not readily available for periodic systems or
noncollinear magnetism. In some cases, Mulliken populations
can also be stabilized by projection onto a minimal basis set
(MBS).8,15 Bader analysis partitions space into nonoverlapping
atomic volumes and assigns all of the spin density within an
atomic volume to that atom.4,5,9 Bader analysis does not directly
depend on the basis set and can be readily applied to periodic and
nonperiodic systems with collinear or noncollinear magnetism.
Although Bader NACs are chemically meaningful, they do not
accurately reproduce the electrostatic potential, V(rB), outside the
electron distribution, which limits their use for force-field
development.14 As shown in the Results below, the NPA and
Bader methods give reliable ASMs.
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Previously, we introduced density derived electrostatic and
chemical (DDEC) charges that are simultaneously optimized to
reproduce both the chemical states of atoms and V(rB) outside a
material’s electron distribution, which makes them suitable for
use in force fields and for studying electron transfer during
chemical reactions.14 DDECNACs have been used to model gas
adsorption in metal organic frameworks and to quantify the
amount of charge transfer in molecular zippers.16,17 Here, we
extend the DDEC method to the computation of ASMs in both
collinear and noncollinear magnetism. The DDEC NACs and
ASMs are self-consistently derived from the same atomic charge
density distributions. These ASMs are simultaneously optimized
to reproduce BB

spin(rB) and the chemical states of atoms in a
material, which makes them especially suitable for use in force
fields and for interpreting material properties.

The electron spin density can be described using a four-
component spinor, whose four charge density components are
directly related to the total electron density, F(rB), and the spin
magnetization density, mB(rB). Either the Dirac spinor or the Pauli
spin matrices can be used to describe this spinor.18�20 To make
our method equally applicable for either spin formulation, we use
F(rB) and mB(rB) directly. The operator for measuring the spin of
electron j is

sBðjÞ ¼ x̂sxðjÞ þ ŷsyðjÞ þ ẑszðjÞ ð1Þ
where sx(j), sy(j), and sz(j) are the operators for measuring its
spin along the x̂, ŷ, and ẑ directions, respectively.21 Here, we
denote the magnitude and direction of a vector by b = |bB| and b̂ =
bB/b, respectively. We use δdirac to denote the Dirac delta function
and δ to denote a variational derivative. For a system containing
N electrons, the spin magnetization density, mB(rB), can be
computed by summing the spins of all electrons at position rB
and dividing by the spin magnitude of an individual electron.
Specifically,

mBðrBÞ ¼ 2ÆΨj ∑
N

j¼ 1
ð sBðjÞδdiracðrB� eBjÞÞjΨæ ð2Þ

whereΨ({eBj}) is the multielectronic wave function and {eBj} are
the spatial coordinates of the electrons. The factor of 2 occurs
because the spin magnitude of an individual electron is one-half.
Spin can be measured along any unit direction ĥ, and the value of
the spin density projected onto a measurement direction ĥ is

FðrB, ĥÞ ¼ ðFðrBÞ þ mBðrBÞ 3 ĥÞ=2 ð3Þ
where F(rB) and mB(rB) are expressed in units of electrons per unit
volume.22 Collinear magnetism occurs when m̂(rB) is parallel to a
global magnetization axis, ĥglobal, while noncollinear magnetism
occurs when it is not. Collinear magnetism has only two inde-
pendent electron density components, Fα(rB) and F

β(rB), which are
the spin density projected onto measurement directions ĥglobal
and �ĥglobal, respectively.

Since the nonrelativistic and scalar-relativistic Hamiltonians of
a chemical system commute with the spin measurement opera-
tors, energy eigenstates can be represented as spin eigenstates.21

When, however, relativistic spin coupling interactions (e.g., spin�
orbit coupling,23 spin�spin coupling,24 or a nonuniform mag-
netic field25) are added, the spin measurement operators may no
longer commute with the Hamiltonian, leading to energy eigen-
states that are not spin eigenstates.23�25We now discuss the theory
of spin eigenstates, called pure spin states, for nonperiodic systems.

The multielectronic spin operator, SB, for a nonperiodic system
containing N electrons is21

SB ¼ ∑
N

j¼ 1
sBðjÞ ð4Þ

Spin eigenstates are described by two quantum numbers and a spin
direction.21,26 The first spin quantum number (S) satisfies the
relationship21

SB 3 SBjΨæ ¼ ðSðS þ 1ÞÞjΨæ ð5Þ
Since sx, sy, and sz do not commute, eigenstates along one spin
direction are not eigenstates along another spin direction.21,26 For
the purpose of preparing an orthonormal set of spin eigenstates,
the spin direction is conventionally chosen to be ẑ.21,26 The second
spin quantum number (Sz) is the net spin projected onto the spin
direction:

Sz ¼ 1
2

I
mBðrBÞ 3 ẑ d3 rB ð6Þ

where the closed integral symbol indicates integration over a
domain without boundary, and since eq 6 is a volume integral this
denotes integration over all positions in space.
For a spin eigenstate21

SB 3 ẑjΨæ ¼ SzjΨæ ð7Þ
The allowable eigenstates for Sz are

Sz ∈ f � S, ð � S þ 1Þ, :::Sg ð8Þ
giving a spin multiplicity of 2S + 1.21,26 In the absence of spin
coupling interactions, these 2S + 1 states are degenerate. The
value of S is (a) 0 for singlet states, (b) 1/2 for doublet states, (c)
1 for a triplet states, etc. The descriptor

ΔS ¼ ÆΨj SB 3 SBjΨæ� SðS þ 1Þ ð9Þ
is useful for quantifying the amount of spin contamination in
nonperiodic systems, whereΔS = 0 for a pure spin state.

27,28 The
situation for periodic materials is more complicated, particularly
because the spin structure may not have the periodicity of the
ionic structure, leading to phenomena such as spin density waves
and frustrated magnetism.29�33 For all systems studied in this
paper except the single molecule magnet with noncollinear
magnetism and spin�orbit coupling, the energy eigenstates
should be spin eigenstates.

Several factors need to be considered when computing spin
densities using spin density functional theory (DFT).34 For the
hypothetically exact exchange-correlation (XC) functional, DFT
gives the wave function of a fictitious noninteracting system
whose energy, F(rB), and mB(rB) are the same as in the real
interacting system.35 Since ASMs are directly derived from F(rB)
and mB(rB), the DFT wave function computed from the exact XC
functional would give the same ASMs as the wave function of the
real interacting system. The DFT wave function of the noninter-
acting system need not be a spin eigenstate, even though it
formally reproduces the spin densities of the real interacting
system.34,36 In practice, systems for which the DFT wave func-
tion has a small (large) amount of spin contamination are easier
(harder) to accurately model. For this reason, we present and
discussΔS values for the nonperiodic DFT wave functions in the
Results below. One must be particularly careful when using
DFT to compute the spin densities of multireference systems
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like open shell singlets and states for which |Sz| < S, since
the symmetry of the spin density may not be well-represented
by a single Slater determinant.37�40 Extensions of DFT using a
linear combination of Slater determinants have been devel-
oped to handle these difficult cases and to approximately treat
excited states.37,41�44

In this article, we focus mainly on nonrelativistic and
scalar-relativistic Hamiltonians where energy eigenstates
should in principle be representable as spin eigenstates. We
study a variety of periodic and nonperiodic collinear mag-
netic systems using traditional DFT methods, including a
DFT+U and range-separated hybrid study of the charge-spin
ordering in bulk magnetite. We use coupled-cluster expan-
sions to study various spin states of ozone. Coupled cluster
methods that give formally exact expansions of the system’s
wave function within the nonrelativistic and scalar-relativis-
tic Born�Oppenheimer approximations are a useful and
powerful tool for modeling multireference systems.45�49 In
addition, a noncollinear single molecule magnet is studied
using noncollinear DFT including spin�orbit coupling in-
teractions. Several population analysis methods are applied
to each of these systems. In agreement with prior literature,
we find the choice of population analysis method has a
smaller effect on the computed ASMs than on the computed
NACs.50 We find the DDEC method described in this article
gives reliable NACs and ASMs for all the materials studied.

The rest of this paper is organized as follows. Section 2
describes a theory for partitioning the spin density among atoms
in a material to give ASMs that simultaneously reproduce the
chemical states of atoms and BB

spin(rB) outside the material’s elec-
tron distribution. Section 2 also describes the theory of choosing
an appropriate XC functional for modeling different types of
noncollinear magnetism. Section 3 describes the computational
methods used to compute optimized geometries, electron den-
sity distributions, NACs, and ASMs. In section 4, we use these
methods to study a variety of periodic and nonperiodic materials
with collinear and noncollinear magnetism. We describe the
main conclusions of this work in section 5. The Appendix proves
that the optimization functional for computing ASMs converges
to a unique solution and also contains algorithms for computing a
function and constant used in the iterative solution method.

2. THEORY

2.1. Atom-in-Molecules (AIM) Formalism. This section
describes universal equations for partitioning the total spin
density among atoms in a material, for computing ASMs from
atomic spin density distributions, for expressing BB

spin(rB) as a
distributed multipole expansion, and for quantifying how accu-
rately a set of ASMs reproduce BB

spin(rB). These equations apply to
all atoms-in-molecule methods. We begin by defining an arbi-
trary material as a set of atoms {A} at positions {RBA}, in a
reference unit cell, U.14 For a nonperiodic system (e.g., a
molecule), U is any parallelpiped enclosing the entire electron
distribution. Using this notation,mB(rB) can be written as a sum of
atomic spin magnetization densities

mBðrBÞ ¼ Δ~ ðrBÞ þ ∑
k, A

mBAðrBAÞ ð10Þ

where the constraint

Δ~ ðrBÞ ¼ 0B ð11Þ

will be imposed below using a Lagrange multiplier. Throughout
this article, we use the short-hand notation

∑
k, A

¼ ∑
k1
∑
k2
∑
k3
∑
A

ð12Þ

The reference unit cell has k1 = k2 = k3 = 0 and summation over A
means summation over all atoms in this unit cell. For a periodic
direction, ki ranges over all integers with the associated lattice
vector vBi. For a nonperiodic direction, ki = 0 and vBi is the
corresponding edge of U. Using this notation, the vector and
distance relative to atom A are given by

rBA ¼ rB� k1 vB1 � k2 vB2 � k3 vB3 � RBA ð13Þ
and rA = |rBA|.

14 Analogous to eq 3, the value of the atomic spin
density projected onto a measurement direction ĥ is

FAðrBA, ĥÞ ¼ ðFAðrBAÞ þ mBAðrBAÞ 3 ĥÞ=2 ð14Þ
The atomic electron distribution, FA(rBA), is computed via an
atoms-in-molecule (AIM) formalism such as Bader,4,5 DDEC,14

Hirshfeld,6 iterative Hirshfeld,12 or iterative Stockholder atom51

analysis.
The ASM is the vector MBA computed by integrating mBA(rBA),

MBA ¼
I
mBAðrBAÞ d3 rBA ð15Þ

For collinear magnetism, the ASM can be equivalently expressed
as the scalar projection of MBAonto the global spin quantization
axis:

TA ¼ MBA 3 ĥglobal ð16Þ
The unit cell spin moment, MB, is the sum of individual ASMs,

MB ¼ ∑
A

MBA ð17Þ

For collinear magnetism, the unit cell spin moment can be
equivalently expressed as the scalar projection of MB onto the
global spin quantization axis:

T ¼ MB 3 ĥglobal ¼ ∑
A

TA ð18Þ

Since the spin-derived magnetic moment of a spin-up electron is
geμB/2 where ge≈�2.002319 is the electron’s g factor and μB is
the Bohr magneton,52 all spin-derived magnetic moments in this
paper are reported in units of geμB/2. (Because of its negative
charge, the electron’s spin and magnetic moments point in
opposite directions, causing ge to be negative.) In these units,
each electron contributes unit magnitude. For collinear systems,
TA is the number of spin-up minus spin-down electrons assigned
to atom A, and T is the number of spin-up minus spin-down
electrons in the unit cell.
Subject to the above constraints, the key issue is how to

optimize {mBA(rBA)} to simultaneously reproduce BB
spin(rB) and the

chemical states of atoms. An atomic expansion of BB
spin(rB) has the

form

~B
spinðrBÞ ¼ ∑

k, A
~B

spin
A ðrBAÞ ð19Þ

We assume the wave function and other properties are not time-
dependent. Setting the density of point magnetic dipoles equal
to geμBmBA(rB

0
A)/2 and integrating the classical expression for the
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magnetic field of a point dipole52,53 over rB
0
A gives

~B
spin
A ðrBAÞ

¼ μ0
4π

geμB
2

� �I 3ðrBA � rB0AÞðmBAðrB0AÞ 3 ðrBA � rB0AÞÞ
jrBA � rB0Aj5

 

� mBAðrB0AÞ
jrBA � rB0Aj3

�
d3 rB

0
A ð20Þ

One can rewrite eq 20 with the help of a multipolar expansion as

~B
spin
A ðrBAÞ ¼ μ0

4π
geμB
2

� �
3rBAð MBA 3 rBAÞ

ðrAÞ5
� MBA

ðrAÞ3
 !

þQ A þ PA ð21Þ
where magnetic dipoles are the leading term. The terms Q A and
PA are due to higher order magnetic multipoles and electron
cloud penetration effects, respectively. The penetration term PA
is essentially zero for rA values greater than a critical radius where
FA(rBA) is negligible. For the development of force fields, it is
convenient to choose values for {MBA} such that Q A is small for
large distances where PA is negligible. Under these conditions,
BB
spin(rB) can be accurately reproduced using just the {MBA} values,

which facilitates constructing a force field to reproduce BB
spin(rB).

Due to symmetry, Q A is zero when mBA(rBA) is spherically
symmetric, that is, when mBA(rBA) = mBA

avg(rA). Thus, to simulta-
neously reproduce an atom’s chemical state and BBA

spin(rBA) for
large rA values, mBA(rBA) should be optimized to resemble
mBA

avg(rA) subject to constraint 26, where the spherical average
gA
avg(rA) of a scalar or vector field gA(rBA) is defined by

gavgA ðrAÞ ¼ 1

4πðrAÞ2
I
gAðrB0AÞδdiracðrA � r0AÞ d3 rB0A ð22Þ

The potential energy of a charge, q, andmagnetic dipole,MB, placed
in an electrostatic potential V(rB) and magnetostatic field BB(rB) is

E ¼ qVðrBÞ � MB 3~BðrBÞ ð23Þ
Thus, to obtain the most accurate energies in atomistic simula-
tions, NACs and ASMs should be optimized to reproduce V(rB)
and BB

spin(rB) outside a material’s van der Waals surface. For time-
independent fields, such as those considered here, V(rB) is deter-
mined up to an additive constant, and BB

spin(rB) is completely
determined (i.e., gauge invariant). Earlier papers described a
method for computing the root mean squared error (RMSE)
between V(rB) and the electrostatic potential generated by a set of
NACs in a way that automatically corrects for the arbitrary
constant in V(rB).

16,54 We now describe a method for quantifying
the accuracy of ASMs for reproducing BB

spin(rB). The accuracy of
each ASM model for reproducing BB

spin(rB) was quantified by the
mean absolute error (MAE):

MAE ¼∑
p!
jð~BspinðpBÞjASM�~BspinðpBÞjspindensityÞjuðpBÞ=∑

p!
uðpBÞ ð24Þ

where BB
spin(pB)|ASM and BB

spin(pB)|spindensity are the values at grid
point pB due to the ASM’s and ab initio spin density, respectively.
The finite element volume, u(pB), for each grid point makes the
summations in eq 24 equivalent to corresponding integrals over
volume. BB

spin(pB)|spindensity was computed by numerically

integrating

~B
spinðpBÞ¼ μ0

4π

geμB
2

� �I 3ðpB� rB
0ÞðmBðrB0Þ 3 ðpB� rB

0ÞÞ
jpB� rB

0j5 � mBðrB0Þ
jpB� rB

0j3
 !

d3rB
0

ð25Þ
We found that integrating rB

0 over grid points inside the surface
defined by 2.4�vdW radii enclosed essentially all of the spin
density. (The vdW radii listed in the Supporting Information of
Watanabe et al. were used.16) To avoid division by |pB� rB

0| = 0 in
eq 25, the set of grid points, {pB}, used to compute the MAE were
distributed in the volume between surfaces defined by 3� and
4� vdW radii. The relative mean absolute error (RMAE) was
then defined as the MAE for an ASMmodel divided by the MAE
when all ASMs were set to zero.
2.2. New Optimization Functional for Computing ASMs.

Now that general equations applicable to all AIM methods have
been described in the previous section, we describe strategies for
optimizing ASMs using AIM methods like DDEC that simulta-
neously optimize the FA(rBA) distributions to be close to spherical
symmetry and to resemble the electron distributions of isolated
reference atoms.14 To be chemically meaningful, the spin pro-
jected electron density FA(rBA,ĥ) must always be non-negative,
which requires

kAðrBAÞ ¼ FAðrBAÞ �mAðrBAÞ g 0 ð26Þ
Equation 26 confinesmA(rBA) to the region of space where FA(rBA)
is non-negligible. Since DDEC FA(rBA) distributions decay ap-
proximately exponentially with increasing rA,

14 mA(rBA) becomes
negligible for sufficiently large rA. In the remainder of this section,
a suitable functional for optimizing mA(rBA) subject to constraint
26 is derived.
One of the simplest optimization functionals would be to

minimize the weighted sum of |mBA(rBA) � mBA
avg(rA)|

2 subject to
constraints 11 and 26, which is denoted LSF (least-squares
fitting) in the Results below. After programming this functional
as described in the Supporting Information, we found that it
performs poorly for dense systems containing adjacent magnetic
atoms. For example, LSF requires 2094 iterations to converge the
ASMs for solid Fe3Si. Such a large number of iterations usually
indicates a nearly flat optimization landscape. Nearly flat land-
scapes are problematic because the location of the minimum is
unduly sensitive to small perturbations. As shown in the Results
below, LSF gives the wrong sign for the ASM of Si in solid Fe3Si.
Earlier, we encountered analogous problems when FA(rBA) was
optimized to be as close to FAavg(rA) as possible.14 In that case, the
remedy was an optimization functional that minimizes the sum of
FA(rBA) ln(FA(rBA)/wA(rA)) where wA(rA) is a weighted geometric
average of a reference density and FAavg(rA) subject to the
constraint that wA(rA) does not become too diffuse.

14 A functional
of this typeminimizes the information distance between FA(rBA) and
wA(rA) subject to the applied constraints. We found a similar
strategy works for optimizing the atomic spin densities and reduces
the number of iterations to approximately 10—a 2 orders of
magnitude improvement. As shown in the Results below, this
strategy gives accurate ASMs for solid Fe3Si and other materials.
Specifically, we construct an optimization functional for the

spin density projected onto the unit direction, ĥ, by minimizing
the information distance FA(rBA,ĥ) ln(FA(rBA,ĥ)/wA

spin(rBA,ĥ)) be-
tween FA(rBA,ĥ) and wA

spin (rBA,ĥ) subject to constraints 11 and 26 .
We found that excellent performance is obtained when
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wA
spin(rBA,ĥ) is a weighted geometric average between propor-

tional spin partitioning and FA
avg(rA,ĥ)

wspin
A ðrBA, ĥÞ ¼ ðF0AðrBA, ĥÞÞχspinðFavgA ðrA, ĥÞÞ1 � χspin ð27Þ

where proportional spin partitioning is defined by

mB
0
AðrBAÞ ¼ mBðrBÞ FAðrBAÞ=FðrBÞ ð28Þ

This has a form analogous to the weight used in DDEC charge
partitioning.14 Reasonable values of χspin are in the range
0 < χspin e 1. In the Results below, we study χspin = 3/14
(∼0.21), 0.5, and 1. χspin = 1 gives proportional spin partitioning.
To accommodate both collinear and noncollinear magnetism,
integration is performed over all possible choices of ĥ. This gives
the following optimization functional:

H ¼ ∑
A

I
ω

I
FAðrBA, ĥÞ ln

FAðrBA, ĥÞ
wspin
A ðrBA, ĥÞ

 !
d3 rBA d2ω

 

�
I
νAðrBAÞ kAðrBAÞ d3 rBA

�
þ

Z
U
Λ~ ðrBÞ Δ~ ðrBÞ d3 rB

ð29Þ
where the Lagrange multipliers ν(rBA) g 0 and ΛB(rB) are used to
enforce constraints 26 and 11, respectively. Integration over ω
means integration over all possible choices for ĥ, becauseω is the
unit sphere surface comprised of all possible end points for ĥ.
Minimization occurs when

δH ¼ ∑
A

I
∂H

∂mBAðrBAÞ 3
δmBAð rBAÞ d3 rBA ¼ 0 ð30Þ

for arbitrary δmBA(rBA), which is true when

∂H
∂mBAðrBAÞ

¼ 1
2

I
ω
ln

FAðrBA, ĥÞ
wspin
A ðrBA, ĥÞ

 !
ĥ d2ω�Λ~ ðrBÞ

þ νAðrBAÞ m̂AðrBAÞ ð31Þ
equals zero, where the vector partial derivative is defined as

∂

∂bB
¼ x̂

∂

∂bx
þ ŷ

∂

∂by
þ ẑ

∂

∂bz
ð32Þ

To evaluate the integral in eq 31, we first define the following
function of τB with 0 e τ e 1:

ξðτÞτ̂¼
I

ω
lnð1 þ τ~3 ĥÞĥ d2ω ð33Þ

By symmetry, the integral on the right-hand side must be parallel
to τ̂. Without a loss of generality, we choose a set of spherical
coordinates having ẑ = τ̂, and then rewrite eq 33 as

ξðτÞ ¼
Z π

0

Z 2π

0
cosðϕÞ lnð1 þ τ cosðϕÞÞ sinðϕÞ dθ dϕ

ð34Þ
Analytic evaluation of this integral gives

ξðτÞ ¼ π ðτ�2 � 1Þ ln 1� τ

1 þ τ

� �
þ 2

τ

� �
ð35Þ

Note that ξ(0) = 0 and ξ(1) = 2π. After defining the functions

ϑ~ ða, bBÞ ¼ b̂
2
ξ

b
a

� �
ð36Þ

LBAðrBAÞ ¼ νAðrBAÞ m̂AðrBAÞ þ ϑ~ ðFAðrBAÞ,mBAðrBAÞÞ
ð37Þ

η~AðrBAÞ ¼ ð1� χspinÞ ϑ~ ðFavgA ðrAÞ,mBavg
A ðrAÞÞ

þ χspinϑ~ ðFAðrBAÞ,mB0
AðrBAÞÞ ð38Þ

Λ~AðrBAÞ ¼ LBAðrBAÞ � η~AðrBAÞ ð39Þ
equations 14, 31, 33, and 36�39 can be combined to give the
solution of the optimization problem

Λ~AðrBAÞ ¼ Λ~ ðrBÞ ð40Þ
A proof that {mBA(rBA)} are uniquely determined because H has
only one minimum is given in the Appendix.
2.3. DFT Functionals for Noncollinear Magnetism. The

accuracy of computed ASMs depends on the accuracy of the XC
functional used to compute F(rB) andmB(rB). In noncollinear DFT,
the total XC energy is formally a unique functional of the four
spinor components at all positions in space:25,35

Enon-collinearXC ¼ EfourXC ðfFðrBÞ,mBðrBÞgÞ ð41Þ
On the other hand, the total XC energy for collinearmagnetism is
formally a unique functional of two electron density components,
Fα(rB) and Fβ(rB), at all positions in space:25

EcollinearXC ðfFαðrBÞ, FβðrBÞgÞ ð42Þ
All derivatives of the electron and spin densities are already
included in functionals 41 and 42, because a function’s derivatives
are computed from values of that function at different positions.
Density functionals originally developed for collinear magnetism
are commonly extended to noncollinear magnetism by replacing
Fα(rB) and F

β(rB) in eq 42 with the spin densities projected onto
the local spin magnetization direction:25,35

Fð þ ÞðrBÞ ¼ FðrB, þ m̂ðrBÞÞ ¼ ðFðrBÞ þ mðrBÞÞ=2 ð43Þ

Fð � ÞðrBÞ ¼ FðrB, � m̂ðrBÞÞ ¼ ðFðrBÞ �mðrBÞÞ=2 ð44Þ
to give an XC functional that depends only on F(rB) and m(rB):

EtwoXC ðfFðrBÞ,mðrBÞgÞ ð45Þ
Functional 45, which can be conveniently applied to both
collinear and noncollinear magnetism, is formally exact for
collinear magnetism because it involves two spinor compo-
nents. Local spin density approximations (LSDA) and gen-
eralized gradient approximations (GGA) are explicit analytic
functionals of form 42 that can readily be converted to form 45
using eqs 43 and 44.
To quantify the inherent limitations of EXC

two for modeling
noncollinear magnetism, we consider its ability to reproduce the
derivatives

vXCðrBÞ ¼ ∂EXC
∂FðrBÞ

ð46Þ



4151 dx.doi.org/10.1021/ct200539n |J. Chem. Theory Comput. 2011, 7, 4146–4164

Journal of Chemical Theory and Computation ARTICLE

~BXCðrBÞ ¼ ∂EXC
∂mBðrBÞ

ð47Þ

where vXC(rB) and BBXC(rB) are called the XC potential and XC
magnetic field, respectively.55,56 Inserting eq 45 into 47 and using
the chain rule of differentiation gives

~B
two
XC ðrBÞ ¼ ∂mðrBÞ

∂mBðrBÞ
∂EtwoXC ðfFðrBÞ,mðrBÞgÞ

∂mðrBÞ
ð48Þ

Since ∂m(rB)/∂mB(rB) = m̂(rB), BBXC
two (rB) is always parallel to m̂(rB):

~B
two
XC ðrBÞ ¼ m̂ðrBÞ ∂EtwoXC ðfFðrBÞ,mðrBÞgÞ=∂mðrBÞ ð49Þ

Capelle et al. showed that the exact BBXC(rB) is not parallel to
mB(rB) ifrB 3 [J

KS(rB)�J(rB)] 6¼ 0B, where J
KS(rB) and J(rB) are the spin-

current tensors of the DFT noninteracting system and real
interacting system, respectively.55 Thus, eq 49 describes a
fundamental limitation of all XC functionals that depend only
on {F(rB),m(rB)}. This limitation was previously reported for
LSDA and GGA functionals.55,56

What is missing from EXC
two that forces BBXC

two(rB) to be parallel to
m̂(rB)? The functional EXC

two does not include any dependence on
m̂(rB). These directional changes can be quantified by the non-
negative descriptors

f dirðrBÞ ¼ mðrBÞ2 ∑
3

i¼ 1
ð∇im̂ðrBÞ 3∇im̂ð rBÞÞ g 0 ð50Þ

Ξdir ¼
Z
U

f dirðrBÞ d3 rB g 0 ð51Þ

Analogous descriptors can be defined for the changes in m(rB)

fmagðrBÞ ¼ ∇~mðrBÞ 3∇~mðrBÞ g 0 ð52Þ

Ξmag ¼
Z
U

fmagðrBÞ d3 rB g 0 ð53Þ

Non-negative measures of all gradient changes in mB(rB) are

f totðrBÞ ¼ ∑
3

i¼ 1
ð∇imBðrBÞ 3∇imBðrBÞÞ

¼ f dirðrBÞ þ fmagðrBÞ g 0 ð54Þ

Ξtot ¼ Ξmag þ Ξdir g 0 ð55Þ
Clearly, Ξtot = 0 for nonmagnetic systems, and Ξtot > 0 for
magnetic systems. Similarly, Ξdir = 0 for collinear magnetism,
and Ξdir > 0 for noncollinear magnetism. Thus, it follows that

lim
Ξdir f 0

EfourXC ¼ EtwoXC ð56Þ

In practice, we expect EXC
two to provide a reasonable approximation to

the XC energy of a system’s ground state when most of the mB(rB)
changes are due to m(rB) changes, i.e., when Ξdir , Ξmag. For the
ground states ofmany noncollinearmagneticmaterials, m̂(rB) changes
significantly only in regions where m(rB) is small,

22,57�59 leading to
Ξdir , Ξmag and EXC

non‑collinear ≈ EXC
two.

For example, consider the spin spiral ground state that has
been experimentally observed in γ-Fe.60 In this state, the ASMs
exhibit a combined rotation-translation symmetry group.59 M̂A is
significantly different for different Fe atoms, even though MA is
similar.59 Furthermore, m̂(rB) is approximately constant inside a

single atomic volume and changes only in regions of space where
m(rB) is small.59 From this, we infer Ξdir , Ξmag. Accordingly,
computations showed EXC

two using the GGA approximation cor-
rectly reproduces the spin spiral ground state of γ-Fe for an
appropriate range of lattice constants.59 In summary, we derived
the conditions under which the XC functional is accurately
modeled by EXC

two. This is used to apply the PW91 functional to
noncollinear magnetism in section 4.3 below.

3. METHODS

3.1. Iterative Solution Algorithm for ASMs. We showed
above that the task of assigning ASMs can be formulated in terms
of optimizing the functionalH defined in eq 29.We now describe
an iterative algorithm that efficiently converges to H’s unique
minimum. Each iteration involves three loops. The first loop runs
over {A, rBA}, where all grid points having rAe rcutoff are included.
A cutoff of 4 Å was used in all calculations reported below. This
loop generates an updated and unstored estimate ofmBA(rBA) that
is used to accumulate sums stored for use in the second and third
loops. In the first iteration, proportional partitioning is used:

mBAðrBAÞj1 ¼ mB
0
AðrBAÞ ð57Þ

νAðrBAÞj1 ¼ 0 ð58Þ
For reasons that will be explained below, in subsequent itera-
tions, an estimate for LBA(rBA) is computed by

LBAðrBAÞ ¼ YBðrBÞ �Ω~ ðrBÞ

þ c
ðmBðrBÞ �mB

trialðrBÞÞ
FðrBÞ

þ η~AðrBAÞ ð59Þ

The optimal value c = π is derived in the Appendix. The
magnitude LA(rBA) was used to update the estimate for mA(rBA)
according to two cases. Case 1: if LA(rBA) > π, then mA(rBA) =
FA(rBA) and νA(rBA) = LA(rBA) � π > 0. Case 2: if LA(rBA) e π,
mA(rBA) = FA(rBA) ξinv(2LA(rBA)) and νA (rBA) = 0, where the
algorithm for computing ξinv is given in the Appendix. These two
cases ensure that eq 26 is satisfied for all iterations and νA (rBA)g
0. The updated magnetization is given by

mBAðrBAÞ ¼ mAðrBAÞL̂AðrBAÞ ð60Þ
During this loop, the sum of valid grid points for each rA is
accumulated and stored, as well as the accumulated sum of
mBA(rBA) for each rA value. Finally, the following sums are also
accumulated and stored

YBðrBÞ ¼ ∑
k, A

LBAðrBAÞ
FAðrBAÞ
FðrBÞ

ð61Þ

mB
trialðrBÞ ¼ ∑

k, A
mBAðrBAÞ ð62Þ

The second loop runs over {A,rA}. This loop computes and
storesmBA

avg(rA),mA
avg(rA), andMA from the sums accumulated in

the first loop. The third loop runs over {A,rBA} like the first loop.
This loop accumulates and stores

Ω~ ð rBÞ ¼ ∑
k, A

η~AðrBAÞ
FAðrBAÞ
FðrBÞ

� �
ð63Þ
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After the third loop, the program starts the next iteration by going
back to the first loop. At least five iterations were performed in all
cases. Additional iterations were performed until all components
in {MBA} changed by less than 5 � 10�5.
We now show this iterator robustly converges to H’s global

minimum. Upon convergence, multiplying eq 59 by FA(rBA)/F(rB)
and summing over {k1,k2,k3,A} gives

0B ¼ cðmBðrBÞ �mB
trialðrBÞÞ=FðrBÞ ð64Þ

which proves constraint 11 is satisfied. Therefore, at conver-
gence, eq 59 gives

Λ~ AðrBAÞ ¼ LBAðrBAÞ � η~AðrBAÞ ¼ YBðrBÞ �Ω~ ðrBÞ ¼ Λ~ ðrBÞ
ð65Þ

which is the required solution. The iterative scheme converges
ΛBA(rBA) to a functionΛB(rB) that is the same for all atoms using an
averaging mechanism. Specifically, in each iteration, the updated
estimate for the functionΛB(rB) = YB(rB)�ΩB(rB) is constructed by
averaging the ΛBA(rBA) values over all atoms. Using eq 59, this
ΛB(rB) estimate is used in the subsequent iteration to compute a
new estimate for ΛBA(rBA). This causes the estimated ΛBA(rBA) for
all atoms to rapidly converge toward an average value, ΛB(rB),
thereby solving the optimization problem.When using χspin = 1/2
or 3/14, we have not encountered any system for which more
than 10 and 20 iterations, respectively, were required to converge
{MBA} to within 5 � 10�5.
Our implementation is computationally efficient. For materi-

als containing several hundred atoms, a large amount of memory
would be required to store the complete set of functions of rBA.
The above approach minimizes overall memory requirements by
only requiring functions of rBA to be stored for the current
position. This allows systems containing hundreds of atoms in
the unit cell to be analyzed on a typical computer processor with a
few gigabytes of memory. Since only complete functions of rBand
rA need to be stored, the overall memory requirements scale
linearly with the number of grid points (i.e., volume) in the unit
cell. The use of a cutoff radius causes the overall computational
time to scale linearly with the number of atoms in the unit cell. In
summary, both the computational time and the memory require-
ments scale linearly with increasing system size, which makes the
algorithm efficient for both small and large systems. These same
properties hold for the DDEC charge analysis.14 For collinear
magnetism, allmBA(rBA) are parallel to a global magnetization axis.
In this case, vectors can be replaced with their scalar projection
onto the global magnetization axis. It is therefore only necessary
to compute and store one-third as many components as in the
noncollinear case. For collinear magnetism, our implementation
automatically avoids the computation and storage of all zero-
valued spin components. Except for this simplification, all other
details are the same for the collinear and noncollinear cases.
3.2. Geometry and Electron Density Generation. All peri-

odic DFT calculations were performed in the Vienna Ab Initio
Simulation Package (VASP)61,62 using the projector augmented
wave (PAW) method63 and a 400 eV cutoff. For all periodic
systems, the product of the number of k points and the unit cell
volume exceeded 4000 Å3, except for the HSE06 calculation of
magnetite, which was performed only at the Γ point. All non-
periodic calculations were performed using Gaussian software.64

The XC functionals, basis sets, and additional details are de-
scribed in the Results section below. The PW91-optimized

geometry65 for the Cu3(BTC)2 metal organic framework
(MOF) and experimental Fe3Si crystal geometry66 were taken
from the literature. The remaining geometries were optimized in
VASP or Gaussian. In VASP, geometries were optimized to give
atomic forces <0.03 eV/Å. In Gaussian, geometries were opti-
mized to give atomic forces and displacements smaller than
0.0025 au and 0.01 au, respectively.
Core�valence XC interactions are critical for describing the

properties of magnetic materials.67 The PAW method has many
advantages, especially for studyingmagnetic materials, because it is
an all-electron frozen core method that explicitly includes core�
valence XC interactions.63 The PAWmethod has higher accuracy
and similar computational cost to pseudopotential methods;63

however, pseudopotentials that use partial core corrections to
describe valence�core XC interactions can also give accurate
results including magnetic properties.67 For calculations employ-
ing linear combination of atomic orbital (LCAO) basis sets,
relativistic effective core potentials (RECPs) that include outer-
core shell electrons in the valence space can give accurate magnetic
properties because they describe the most important valence�
core XC interactions.68 This is more important for s-, d-, and
f-block elements than for p-block elements.67,68We used the PAW
method for all periodic calculations in this paper. For nonperiodic
calculations, we used all-electron basis sets on lighter atoms and
appropriate RECPs for heavier atoms. The specific basis sets are
listed in the Results below.
DDEC atomic charge distributions were computed using the

DDEC/c2 method of Manz and Sholl.14 Spherical averaging was
performed using 75 radial shells evenly spaced between rA = 0
and the cutoff radius of 4 Å. To make sure all electrons were
included, core electrons replaced by a pseudopotential or effec-
tive core potential during a quantum chemistry calculation were
automatically reinserted by the program at the beginning of
DDEC analysis. (The program stores core electron reference
densities for all chemical elements.) The speed of core charge
fitting was improved by applying the constraint

wcore
A ðrAÞ ¼ minðFcoreA ðrAÞ, FcoreA ðrA �ΔrAÞ e�2ΔrA=bohrÞ

ð66Þ
which ensured that �d ln(wA

core(rA))/drA g 2/bohr, where ΔrA
is the distance between adjacent radial shells. The core electron
distributions of all isolated atoms naturally satisfy this constraint,
because francium contains the most diffuse core electrons of all
elements with a decay exponent of 2.14/bohr. This reduced the
number of core fitting iterations to less than 30 (from an initial
value of ∼200 in some cases) with no significant effect on the
resulting atomic charges.
Three radial shell and cutoff radius combinations are currently

available in the program at ddec.sourceforge.net: (a) 50 radial
shells with a 3 Å cutoff, (b) 75 radial shells with a 4 Å cutoff, and
(c) 100 radial shells with a 5 Å cutoff. Examining the c2 reference
densities14 for different elements in the periodic table shows that
75 radial shells with a 4 Å cutoff is a good choice for nearly all
chemical systems. Specifically, the most diffuse neutral atoms
with atomic numberse 109 are francium and radium, which have
0.11 electrons between 4 and 5 Å. Commonly, Fr is in the +1
charge state, where it has only 0.0002 electrons between 4 and
5 Å. The O2� and Te2� anions (which are among the most
diffuse of the commonly occurring anions) have 0.003 and 0.028
electrons between 4 and 5 Å, respectively. Ions like Cr� andMo�

are more diffuse with 0.048 and 0.053 electrons between 4 and 5
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Å, respectively; however, these anions are not commonly occur-
ring. Thus, a 4 Å cutoff is sufficient to converge the NACs and
ASMs to within approximately (0.01 electrons for almost all
chemical systems. A 5 Å cutoff is available for cases containing
extremely diffuse atoms. For a given unit cell, the time required to
compute NACs and ASMs scales linearly with the number of grid
points per atom which in turn scales linearly with the cube of the
cutoff radius. Consequently, using a 4 Å cutoff takes about twice
as long as a 3 Å cutoff and about half as long as a 5 Å cutoff. Tests
were performed for χspin = 1/2 using TiI placed in the center of a
10� 10� 10 Å super cell. For different cutoff values, the ratio of
times to compute NACs was time(3 Å)/time(4 Å) = 0.47 and
time(5 Å)/time(4 Å) = 1.72, and that to compute ASMs was
time(3 Å)/time(4 Å) = 0.43 and time(5 Å)/time(4 Å) = 1.77.
NACs differed by (0.01 (5 Å) and (0.05 (3 Å) relative to the
4 Å values. The iodine ASM changed by less than 0.002 when the
cutoff radius was changed. The Ti ASM decreased from 3.076
(5 Å) to 3.066 (4 Å) to 3.001 (3 Å). The total spin moment was
2.930 (3 Å), 2.990 (4 Å), and 2.999 (5 Å) compared to the exact
value of 3, which shows that about 0.07 and 0.01 polarized
electrons were missed by the 3 and 4 Å cutoffs, respectively. For
all of the other iodides in the Results below, <0.01 polarized
electrons were missed by the 4 Å cutoff.
Bader atomic volumes were computed by the program of

Henkelman and co-workers using the total electron density; then
the valence and spin densities were integrated over these volumes
to determine the atomic charges and ASMs, respectively.69�71

Bader’s method can sometimes yield compartments that do not
include an atomic nucleus (i.e., non-nuclear attractors).72 For the
all-electron calculations studied in this paper, the number of
Bader compartments was the same as the number of atoms, and
there were no non-nuclear attractors. For calculations with
RECPs (i.e., LANL2DZ and SDD basis sets), the core electron
density replaced by the RECP was not included in the Bader
analysis, and this resulted in non-nuclear maxima and several
compartments per atom.We found that reliable Bader NACs and
ASMs were obtained by assigning each compartment to the
nearest nucleus, as done in the program of Henkelman and co-
workers.69�71 In both Bader and DDEC analysis, the typical
mesh size was ∼0.05 Å, which provided <0.1 error in the total
number of valence electrons. The valence electron density was
then rescaled to provide the exact number of valence electrons.
Natural population analysis was performed using the NBO 3.0
program73 within Gaussian. Integration of the total spin density
within an effective atomic sphere radius was performed using the
Lorbit method in VASP using the default radii.
Attempts to compute Mulliken populations projected onto a

minimal basis set (MBS) had limited success. As currently
implemented in Gaussian 09, MBS population analysis projects
onto a STO-3G basis set, which is only defined for atomic
numbers e 53.15,64 Consequently, MBS analysis could not be
performed for [GdI]2+. The MBS method also requires the basis
set used to compute the SCF wave function to be larger than the
STO-3G basis set. This can become a critical problem when a
RECP is used, since in this case the basis set used to compute the
SCF wave function only needs to model valence electrons while
the STO-3G basis set is all-electron. Consequently, MBS analysis
could not be performed for MgI, MoI, SnI, or TeI when using
SDD basis sets (which includes RECPs). It may be possible to fix
some of these issues by treating valence and core electrons
separately and projecting onto a different basis set than STO-3G.
We were able to perform MBS analysis for TiI, the Cu2

organometallic complex shown in Figure 1, and [Cr(CN)6]
3�.

For TiI using SDD basis sets, the MBS NACs were 0.26 (Ti) and
�0.26 (I), and the MBS ASMs were 3.14 (Ti) and �0.26 (I),
which are reasonable. For the complex in Figure 1, theMBSNACs
were 0.50 (Cu),�0.30 to 0.06 (C atoms), 0.09 to 0.16 (H atoms),
and�0.33 to 0.15 (N atoms), and theMBSASMswere 0.61 (Cu),
�0.01 to 0.01 (C atoms), 0.00 (H atoms), and �0.03 to 0.13
(N atoms), which are reasonable. For [Cr(CN)6]

3� with 6-311+G*
basis sets, the MBS NACs were �11.97 (Cr), �2.45 (four C’s),
�1.96 (two C’s), 4.12 (four N’s), and 4.11 (two N’s), and the
MBS ASM’s were 0.02 (Cr), 0.69 (four C’s), 0.20 (two C’s),
�0.04 (four N’s), and�0.02 (two N’s), which are unreasonable.
Because of these difficulties, we do not consider MBS population
analysis further in this paper.
For systems with collinear magnetism, noncollinear DFT cal-

culations and ASM analysis should yield the same results as
collinear DFT calculations and ASM analysis. As an example, we
compared noncollinear vs collinear DFT calculations and ASM
analysis for a MgI molecule placed in the center of a 10 Å �
10 Å � 10 Å super cell. Periodic DFT calculations were
performed in VASP using the PBE XC functional.74 The
optimized collinear and noncollinear energies differed by less
than 1 meV. Both collinear and noncollinear DFT calculations
gave an optimized M = 1.000. For each of the χspin= 1.0, 3/14,
and 1/2, and LSF methods, the ASMmagnitudes computed with
noncollinear analysis differed by <0.001 from those computed
using collinear analysis. These results confirm noncollinear and
collinear analysis yield essentially identical results for a system
with collinear magnetism.

4. RESULTS AND DISCUSSION

4.1. Diatomic Iodides. We first consider a series of diatomic
iodides XI {X = Mg, Ti, Mo, Sn, Te, Gd2+} containing unpaired
electrons. We specifically chose elements with electronegativity
lower than iodine, so that one electron would be transferred to fill
iodine’s valence shell. Consequently, nearly all of the unpaired
electrons reside on the X atom. This allows us to assess the
accuracy of different ASM methods. Second, we computed the
relative mean absolute error (RMAE) for fitting the magnetic
field BB

spin(rB) in the volume between the surfaces defined by 3�
and 4� vdW radii. Thus, the simplicity of these diatomic iodides
allows us to objectively assess the accuracy of different ASM

Figure 1. Cu2 organometallic complex with triplet ground state and +2
net charge (atoms: Cu (gold), N (blue), C (gray), H(white)).
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methods for simultaneously fitting BB
spin(rB) and atomic chemical

states.
Table 1 shows results computed with the PBE functional. For

the nonperiodic calculations, SDD basis sets were used that
included RECPs for I (46 core), Ti (10 core), Mo (28 core), Sn
(46 core), Te (46 core), and Gd (28 core). Comparison is made
to periodic calculations using the PAW method with a 10 Å �
10 Å� 10 Å super cell. Since iodine is not very magnetic, the cation
ASM should be within∼(0.2 of the total spin. The Bader; NPA;
LSF; and χspin= 1, 3/14, and 1/2 methods gave ASMs in
this expected range for all materials in Table 1 except when
SDD basis sets were used for [GdI]2+. Only for [GdI]2+ were the
SDD and PAW results significantly different, with PAW giving
the expectedmoment and SDD giving a moment∼0.35 different
than expected. Consistent with these findings, ΔS for SDD basis
sets showed significant spin contamination (ΔS = 0.45) for
[GdI]2+, and negligible spin contamination (ΔS e 0.03) for
the other materials. ASMs computed by integrating the total spin
density within an effective atomic sphere radius (denoted Lorbit)
performed poorly because regions between the atomic spheres
were not assigned to any atom, so the ASMs do not sum to the

total spin moment of the unit cell. For example, the sum of Lorbit
ASMs for MgI was 0.23 compared to the correct value of 1.
Table 1 also shows the relative rank of each method as defined by
the computed RMAE values. The Lorbit method had a rank of 7
for eachmaterial, meaning it always gave the least accurate results
among the seven ASM methods. Therefore, we do not consider
Lorbit ASMs further in this paper.
Since decreasing the χspin value increases the proportion of

spherical averaging in the optimization functional, smaller χspin
values gave an improved prediction of BB

spin(rB), as evidenced by
the smaller RMAE values. Among the seven ASM methods
tested, using χspin = 3/14 gave the most accurate prediction of
BB
spin(rB). The χspin = 1/2 and LSF methods were the next most

accurate at predicting BB
spin(rB). Since RMAE is defined as the

ratio of the mean absolute error (MAE) of the ASMmodel to the
MAE when all ASMs were set to zero, the product of the RMAE
and the zero ASM MAE recovers the computed MAE for each
method. For example, the RMAE of MoI for the χspin = 1/2
method was 0.020, and the zero ASM MAE was 144 gauss. The
MAE computed from eq 24 was 0.020� 144 gauss = 2.88 gauss
for MoI using χspin = 1/2. In other words, ASMs computed using

Table 1. Atomic Spin Analysis of Diatomic Iodides

atomic spin moment on cation

total spin nonperiodic systema periodic systemb

χspin χspin

otherc Lorbitd ΔS Bader NPA 1.0 3/14 1/2 LSF Bader Lorbit 1.0 3/14 1/2 LSF

MgI 1 0.23 0.00 0.85 0.87 0.85 0.99 0.93 1.04 0.85 0.14 0.85 1.02 0.94 1.06

TiI 3 2.26 0.02 3.03 3.13 3.01 3.25 3.14 3.29 2.96 2.29 2.93 3.17 3.07 3.22

MoI 5 4.00 0.03 4.95 5.00 4.87 5.12 5.01 5.17 4.89 4.00 4.82 5.09 4.97 5.13

SnI 1 0.54 0.00 0.94 1.00 0.94 1.03 0.99 1.06 0.94 0.52 0.92 1.02 0.98 1.05

TeI 1 0.52 0.00 0.85 0.87 0.84 0.88 0.86 0.89 0.81 0.41 0.80 0.84 0.82 0.86

[GdI]2+ 7 6.88 0.45 6.64 6.60 6.65 6.63 6.64 6.63 6.93 6.85 6.92 6.94 6.93 6.94

RMAE for the nonperiodic system [relative rank in brackets]

zero ASM MAE (gauss)e Bader Lorbit NPA χspin = 1.0 χspin = 3/14 χspin = 1/2 LSF

MgI 32 0.249 0.813 0.237 0.249 0.174 0.201 0.161

[5] [7] [4] [5] [2] [3] [1]

TiI 88 0.050 0.257 0.038 0.053 0.034 0.037 0.041

[5] [7] [3] [6] [1] [2] [4]

MoI 144 0.027 0.204 0.021 0.038 0.010 0.020 0.014

[5] [7] [4] [6] [1] [3] [2]

SnI 22 0.085 0.472 0.060 0.085 0.059 0.063 0.068

[5] [7] [2] [5] [1] [3] [4]

TeI 21 0.043 0.491 0.038 0.047 0.037 0.040 0.039

[5] [7] [2] [6] [1] [4] [3]

[GdI]2+ 194 0.0038 0.0340 0.0052 0.0040 0.0039 0.0038 0.0039

[1] [7] [6] [5] [3] [1] [3]

avg. [4.3] [7.0] [3.5] [5.5] [1.5] [2.7] [2.8]

st. dev. [1.6] [0.0] [1.5] [0.5] [0.8] [1.0] [1.2]

mean abs difference between cation ASMand total spinmoment

0.13 0.63 0.13 0.14 0.15 0.12 0.17
aNonperiodic system using SDDbasis sets. b Periodic system using 10 Å� 10 Å� 10 Å cubic unit cell and PAWmethod. cTotal spin of themolecule and
sum of ASMs for all methods except Lorbit. d Sum of ASMs for the Lorbit method. e 1 gauss = 10�4 tesla.
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χspin = 1/2 predicted BB
spin(rB) 50 times more accurately than

when ASMs for all atoms were set to zero. The accuracy of the
methods for reproducing chemical states can be estimated by
considering iodine to be an essentially nonmagnetic atom, which
means the cation ASM should be close to the total spin moment.
Among the seven ASM methods, using χspin = 1/2 gave the
smallest mean absolute difference between the cation ASM and
the total spin moment, suggesting that its accuracy is high. The
Bader and NPA methods gave the next lowest values, suggesting
they also have high accuracy. As shown in the rest of this paper,
for most materials, the χspin = 1/2, Bader, and (where applicable)
NPA methods give similar ASMs. Overall, these results suggest
that using χspin = 1/2 gives an excellent combination of accuracy
for reproducing both BB

spin(rB) and the chemical states of atoms in
a material. This finding is encouraging, because the optimization
functional in eq 29 is designed explicitly for this dual purpose.
Table 2 compares the Bader, NPA, andDDECNACs for these

same materials. When DDEC ASMs are computed using χspin =
1/2 as discussed above, the variation in NACs between Bader,
NPA, and DDEC methods is larger than the variation in ASMs
between these methods. This agrees with previous findings that
NACs are more sensitive to the choice of population analysis
method than ASMs are.50 Table 2 also lists the relative root mean
squared error (RRMSE) in V(rB) for each of the point charge
models. RRMSE is defined as the root mean squared error
(RMSE) of V(rB) for a point charge model divided by the RMSE
when all NACs are set to zero, where grid points for comput-
ing RMSE are uniformly distributed between the surfaces defined
by 1.4� and 2.0� vdW radii.16,54,75 The RRMSE values in
Table 2 suggest that the DDEC method is the most accurate
for reproducing V(rB), which agrees with our previous findings.

14

4.2. Comparison to Experimental Atomic Spin Moments.
We now compare theoretically computed ASMs to experimental
data for several molecules and crystals. Table 3 compares
experimental76�78 and computed ASMs for the Cu2 organome-
tallic complex shown in Figure 1, [Cr(CN)6]

3�, and solid Fe3Si.

Geometry optimization was performed for both the singlet and
triplet states of the Cu2 complex shown in Figure 1. The mini-
mum energy singlet state was a closed shell singlet (all ASMs were
zero) with an energy 0.78 eV above the minimum energy triplet
state. This agrees with experiments showing that the ground
state is a triplet.76 Solid Fe3Si has adjacent magnetic atoms with
overlapping electron distributions. As mentioned above, the LSF
method performs poorly for this type of material; specifically, LSF
predicts the wrong sign for the ASMof Si and takes 2094 iterations
to converge. For all three materials, the Bader and DDEC ASMs
are close to each other and in good agreement with experiments.
The value of χspin had a small effect on the computed ASMs but a
large effect on the number of required iterations. For the two
molecular systems, the small amount of spin contamination,ΔSe
0.03, shows that DFT accurately reproduced the spin states. For
these two systems, the NPA ASMs were similar to those of the
other population analysis methods. NACs for all three materials
are listed in the Supporting Information. For [Cr(CN)6]

3�, theCr
NAC was 1.45 (Bader), 0.28 (DDEC), and�0.78 (NPA), which
clearly shows that NACs are more sensitive than ASMs to the
choice of population analysis method. The RMSE values for
[Cr(CN)6]

3� were 1.3 (DDEC), 2.2 (NPA), 9.0 (Bader), and
16.9 (no charges) kcal/mol, which shows that DDEC was the
most accurate for reproducing V(rB).
We now consider the computation of ASMs for a highly

correlated material. Magnetite, which has an inverse spinel struc-
ture, has one tetrahedrally coordinated Fe atom and two octahed-
rally coordinated Fe atoms per formula unit.79 The Fe(tet) atom
has a formal oxidation state of +3. There are two possibilities for
the Fe(oct). The first possibility is for the two Fe(oct) to be
equivalent with a formal oxidation state of +2.5, and the second
possibility is for one Fe(oct) to have a +2 oxidation state with the
other having a +3 oxidation state.79 Bulk magnetite undergoes a
structural and electronic transition near TV = 120 K called the
Verwey transition,80 whose precise mechanism is still debated.81,82

Above TV, electrons move rapidly between Fe(oct)s, causing
them to appear equivalent with an effective +2.5 oxidation state.
Progress has been made to use the ferrimagnetic half-metallic state
of bulk magnetite above TV for spintronics applications.

83�86 The
redox properties of magnetite surfaces lead to unusual adsorption
properties,87,88 and a Verwey-like charge-spin ordering transition
accompanies the magnetite (001) surface reconstruction.89,90

Below TV, the Fe(oct)s, in bulk magnetite become inequiva-
lent and the crystal structure changes. As previously reported,
the Hubbard on-site parameter Ueff offers a convenient way to
artificially transition between these two regimes, because in a DFT
+U calculation the Fe(oct) sites appear equivalent forUeff < 2.6 eV
but inequivalent forUeff > 2.6 eV.

79 Table 4 shows the effect of the
Hubbard on-site parameter on bulk magnetite’s charge and spin
ordering, using the PBE functional74 and Dudarev et al.’s91 DFT
+Umethod. The lattice constant was optimized for eachUeff value
using a cubic Fe6O8 unit cell, which is the experimental unit cell
shape above TV. As apparent from the NACs and ASMs shown in
Table 4, the two Fe(oct) sites were equivalent for Ueff = 0 and
inequivalent for Ueff = 3.2 eV. For Ueff = 3.2 eV, this also causes
the O atoms to segregate into two groups with slightly different
Fe�Odistances (not shown),NACs, andASMs. ForUeff= 3.2 eV,
the FeIII(tet) and FeIII(oct) had the same Bader (∼1.6) or DDEC
(∼2.0) NACs, which rationalizes an assignment of +3 oxidation
for both sites. The experimental value for the Fe(tet) ASM
is �3.82.92 Irrespective of the population analysis method, our
computations gave Fe(tet) ASM values slightly lower than this

Table 2. Atomic Charge Analysis of Diatomic Iodides

optimized net atomic charge on cation

d0 (Å) Bader NPA DDEC

MgI 2.69a [2.61]b 0.68a [0.76]b 0.61a 0.41a [0.42]b

TiI 2.61a [2.61]b 0.51a [0.58]b 0.40a 0.32a [0.37]b

MoI 2.67a [2.62]b 0.63a [0.60]b 0.39a 0.32a [0.34]b

SnI 2.85a [2.74]b 0.26a [0.29]b 0.39a 0.26a [0.23]b

TeI 2.80a [2.69]b 0.11a [0.02]b 0.06a 0.02a [0.00]b

[GdI]2+ 2.73a [2.68]b 1.82a [1.66]b 1.86a 1.91a [2.05]b

RMSE no NACs (kcal/mol) RRMSE for the nonperiodic system

MgI 11.8 0.81 0.64 0.22

TiI 12.8 0.52 0.44 0.47

MoI 11.5 0.80 0.35 0.35

SnI 6.3 0.43 0.81 0.43

TeI 2.6 1.22 0.99 0.96

[GdI]2+ 41.5 0.13 0.15 0.17

avg. 14.4 0.65 0.56 0.43

st. dev. 13.8 0.38 0.31 0.28
aNonperiodic system using SDD basis sets. b Periodic system using
10 Å � 10 Å � 10 Å cubic unit cell and PAW method.



4156 dx.doi.org/10.1021/ct200539n |J. Chem. Theory Comput. 2011, 7, 4146–4164

Journal of Chemical Theory and Computation ARTICLE

for Ueff = 0. On the other hand, for Ueff = 3.2 eV, the computed
Fe(tet) ASM was equal to or slightly greater than the experi-
mental value, which suggests that 0 < Ueff < 3.2 eV is probably
optimal for the description of charge and spin ordering in bulk

magnetite. For both Ueff = 0 and 3.2 eV, the total spin moment
per Fe3O4 formula unit was +4, and recent experiments gave
approximately the same value.93 The main conclusion from these
results is that for highly correlated materials the XC theory has a

Table 4. Effect of XC Functional on Bulk Magnetite’s Charge and Spin Ordering

NAC ASM

oxidation state number per unit cell Bader DDEC Bader χspin = 1.0 χspin = 3/14 χspin = 1/2 LSF

Ueff = 0 (optimized lattice constant = 8.303 Å)

Fe(oct) 2.5 4 1.46 1.53 3.56 3.43 3.52 3.49 3.33

Fe(tet) 3 2 1.46 1.74 �3.48 �3.32 �3.49 �3.42 �3.66

O �2 8 �1.09 �1.20 0.09 0.12 0.11 0.11 0.25

iterationsa 1 17 8 1130

Ueff = 3.2 eV (optimized lattice constant = 8.435 Å)

Fe(oct) 3 2 1.62 1.97 4.06 3.90 4.01 3.96 3.96

Fe(oct) 2 2 1.40 1.47 3.65 3.52 3.61 3.57 3.60

Fe(tet) 3 2 1.59 1.99 �3.98 �3.81 �4.00 �3.91 �4.10

O �2 4 �1.15 �1.38 0.10 0.13 0.12 0.12 0.17

O �2 4 �1.16 �1.34 0.04 0.07 0.06 0.06 0.09

iterationsa 1 17 8 322

HSE06 (optimized lattice constant = 8.35 Å)

Fe(oct) >2.5 2 1.66 1.89 3.96 3.82 3.93 3.88 3.87

Fe(oct) <2.5 2 1.63 1.84 3.91 3.77 3.87 3.83 3.85

Fe(tet) 3 2 1.68 2.11 �4.02 �3.84 �4.02 �3.94 �4.12

O �2 4 �1.23 �1.45 0.02 0.04 0.04 0.04 0.09

O �2 4 �1.25 �1.47 0.06 0.08 0.07 0.08 0.11

iterationsa 1 15 8 555
a Iterations required to converge ASMs to within 5 � 10�5.

Table 3. Comparison of Calculated and Experimental Atomic Spin Moments

exp. value NPA Bader χspin = 1.0 χspin = 3/14 χspin = 1/2 LSF

Fe3Si solid (PBE functional, optimized spin moment per unit cell =5.09)

Fe 2.20b n.a. 2.60 2.50 2.54 2.52 2.25

Fe 1.35b n.a. 1.31 1.31 1.31 1.31 1.27

Fe 1.35b n.a. 1.31 1.31 1.31 1.31 1.27

Si �0.07b n.a. �0.14 �0.04 �0.07 �0.06 0.30

iterationsa 1 17 7 2094

[Cr(CN)6]
3� (B3LYP/6-311+G*, total spin moment = 3, ΔS = 0.03)

Cr 3.25c 2.96 2.85 2.81 2.97 2.90 3.10

C �0.09c �0.06 �0.03 �0.02 �0.06 �0.04 �0.10

N 0.05c 0.07 0.06 0.05 0.06 0.06 0.08

iterationsa 1 17 9 66

Cu2 organometallic complex (B3LYP/LANL2DZ, total spin moment = 2, ΔS = 0.01)

Cu 0.77d 0.53 0.59 0.59 0.58 0.59 0.56

N1 0.07d 0.14 0.11 0.11 0.12 0.11 0.13

N2 �0.02d �0.04 �0.02 �0.01 �0.03 �0.02 �0.04

N3 0.05d 0.13 0.12 0.11 0.13 0.12 0.13

N4 0.07d 0.12 0.10 0.09 0.10 0.09 0.12

N5 0.05d 0.12 0.10 0.09 0.10 0.09 0.12

other atoms e0.03d e0.01 <0.01 <0.01 <0.01 <0.01 <0.02

iterationsa 1 12 7 64
a Iterations required to converge ASMs to within 5 � 10�5. b From ref 78. c From ref 77. d From ref 76.
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larger effect on the computed ASMs than the population analysis
method does.
These results reflect the tendency of common GGA functionals

to overly delocalize electrons in many extended materials.94,95

Specifically, the exact XC functional should vary linearly in the
total number of electrons when the total number of electrons is
fractional.96 XC functionals giving convex behavior overly deloca-
lize electrons in extended systems, while those giving concave
behavior overly localize electrons in extended systems.97 DFT+U
is onemethod for approximately correcting delocalization errors.98

BecauseUeff. 0 favors the localization of electrons,99 combining a
functional like PBE or PW91 with a suitably chosen Ueff value can
approximately cancel the delocalization error. The Ueff value can
be different for different oxidation states and environments of the
same element.99 In the DFT+U example above, Ueff = 3.2 eV
applies only to the Fe atoms, and Ueff = 0 for the oxygen atoms.
The Hartree�Fock method has concave behavior, leading to
overly localized electrons.97 Thus, using a fraction of Hartree�
Fock exchange to create a hybrid functional is another way
to partially correct the delocalization error.95,98,100 For range-
separated hybrids, the fraction of HF exchange varies as a function
of interelectron distance. The range-separated hybrid HSE06
improves performance in extended systems by mixing 75% PBE
with 25% HF exchange at short interelectron distances and by
using PBE alone at large interelectron distances.101 For extended
systems with conducting electrons, this has a lower computational
cost and improved convergence with respect to k-point sampling
than using the same fraction of HF exchange at all interelectron
distances.102,103 The NACs and ASMs for magnetite computed
with HSE06 are shown in Table 4. Due to the higher computa-
tional cost associated with including HF exchange, this HSE06
calculation was performed only at the Γ point. As evident from
the higher magnitude Fe ASMs in Table 4, the spin density is
more localized for HSE06 than for PBE. The magnitude of the
NACs is also higher for HSE06 than for PBE. The amount of
charge and spin disproportionation between the different types
of Fe(oct) sites is higher for PBE+U than for HSE06. For
HSE06, the amount of charge disproportionation was <0.1
electron, while for PBE+U it was several tenths of an electron.
The magnitude of the oxygen NAC was higher for HSE06 than
for PBE+U. In summary, these results show that DFT+U and
HSE06 increased the localization of charge and spin compared
to PBE for the Fe atoms in magnetite.
4.3. A Single Molecule Magnet with Highly Noncollinear

Magnetism. Noncollinear magnetism occurs when the spin
magnetization density mB (rB) is not parallel to a global axis.
Previous studies have shown the spin magnetization direction
changes significantly only where the spin magnetization magni-
tude is small. Specifically, the spin magnetization direction stays
approximately constant inside a magnetic atom but may change
direction near the boundary of a magnetic atom or inside
nonmagnetic atoms.22,57�59 Since there is little variability in
the magnetization direction inside individual magnetic atoms,
the ASMs describe most of the essential information about the
magnetic structure. As an example of noncollinear magnetism,
we study the ferrous cube complex Fe4C40H52N4O12 (commonly
called [Fe4(sae)4(MeOH)4]) synthesized and experimentally
characterized by Oshio et al., which was the first example of a
single-molecule magnet involving an Fe(II) cluster.104,105 This
material contains Fe and O atoms on alternating corners of a dis-
torted cube surrounded by organic ligands. Experiments showed
that this material is a single molecule magnet with an activation

energy, called the magnetic anisotropy barrier, of 2.4 meV (which
corresponds to 28.4 K) for reorientation of the magnetiza-
tion.104,105 This was interpreted as a ground state in which the
spinmoments of two Fe atoms are antiparallel along a first axis and
the spin moments of the remaining two Fe atoms are antiparallel
along a second axis approximately perpendicular to the first.104 To
better quantify the magnetic structure of this complex, we per-
formed noncollinear DFT calculations in VASP using the PW91
functionalwith the correlation interpolation ofVosko et al.57,61,106,107

For these simulations, the molecule was placed in the center of a
19 � 19 � 19 Å3 super cell with calculations performed at the
Γ point. (See the Supporting Information for additional details.)
Finding the ground state of systems with highly noncollinear

magnetism is challenging because the ASMs may point in any
direction. Noncollinear calculations are commonly performed
using the converged collinear magnetic structure as an initial
guess.11 This is only reliable, however, if the amount of non-
collinearity is small. We developed the procedure shown in
Figure 2 for finding the ground state of systems with highly
noncollinear magnetism. In this procedure, spin�orbit coupling
is turned off until the final geometry and four electron density
components have been determined. First, the spin moments of
magnetic atoms are initially set to random values, while those for
nonmagnetic atoms are initially set to zero. In this example, the x,
y, and z components of each Fe atom’s spin moment were
initialized to random values in the continuous interval between�4
and +4, while the spin moments for the remaining atoms were
initialized to zero. The next step is to compute the energy using
several such sets of random spin moments on the initial geo-
metry. Configurations with comparatively low energy are then
selected for subsequent geometry optimization. In this example,
we used 12 initial sets of random spin moments and selected the
six lowest energy ones for subsequent geometry optimization.
Convergence of noncollinear magnetic structures can be slow
because the energies for relative rotations of the spin moments
can be small. As a result, the converged geometry with the lowest
energy was selected for further optimization of the magnetic
degrees of freedom. In this example, we continued to optimize
the magnetic degrees of freedom by performing 10 ionic steps in
which the atomic positions were held constant with 200 SCF
cycles per ionic step, for a total of 2000 SCF cycles at the con-
verged geometry. During this process, the molecule’s total spin
moment magnitude relaxed from 0.48 to 0.09. After relaxation of
the magnetic degrees of freedom, the forces were rechecked, and
the geometry was rerelaxed if the forces were no longer con-
verged. In this example, the forces were still converged to better
than 0.03 eV/Å, so re-relaxation of the geometry was unneces-
sary. This process yields the final converged geometry, four charge
density components, and wave function, which are stored for use
in the spin�orbit coupling calculations. Because the spin�orbit
coupling energy is small, the spin�orbit coupling calculations
used this saved wave function as an initial estimate and kept the
geometry and four charge density components constant, except
for a rotation of the spin axes. The set of possible rotations of the
spin axes corresponds to the set of unit vectors from the center of
a unit sphere to its surface. The spin�orbit coupling energy was
computed for 60 uniformly spaced rotations defined by a grid of
60 points on the unit sphere comprising the 60 vertices of a
truncated icosahedron.
After determining the system’s ground state, the values Ξtot =

5.9871 andΞmag = 5.9844 au were calculated according to eqs 55
and 53 using the finite difference approximation applied to the
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same grid of mB(rB) values used to compute the ASMs. This gave
an estimated Ξdir = 0.0027, which is 3 orders of magnitude
smaller thanΞmag. Almost all ofΞtot is due tom(rB) changes, with
very little due to m̂(rB) changes, because the magnetic Fe atoms in
the complex are separated by nonmagnetic atoms leading to m̂(rB)
changes only in the space between Fe atoms where m(rB) ≈ 0.
Since Ξdir is negligible, the XC energy should be accurately
represented by EXC

two. Accordingly, a GGA functional like PW91 is
appropriate for modeling noncollinear magnetism in this system.
Figure 3 shows the computed ground state magnetic structure

and the spin�orbit coupling potential energy surface formed by
globally rotating mB(rB). These spin�orbit coupling interactions
determine the preferred orientation of the magnetic structure
relative to the molecular structure in the absence of an externally
applied magnetic field. Interestingly, Figure 3 contains three
minima connected by three transition states. The computed
activation barrier for converting between the three minima is
2.9 meV, in good agreement with the experimental magnetic
anisotropy barrier of 2.4 meV. To the best of our knowledge,
experiments have not determined the number of minima on the
spin�orbit coupling potential energy surface.104 For single molecule
magnets with collinear magnetism, one expects an even number of
energyminima due to the symmetry between up and down spins, and
model Hamiltonians for single molecule magnets usually assume an
energywell with twominima.108 If confirmed, this example of a triple-
minima energy well would be a significant finding. To the best of our
knowledge, spin�orbit couplingpotential energy surfaceswith similar
features have not been previously reported.
For each atom in the complex, Bader and DDEC analysis

gave essentially identical ASMs; for each atom in the molecule
|MBA

Bader � MBA
DDEC| e 0.005. Using χspin = 1/2, the ASM

magnitude was 2.06 for each Fe atom and e0.10 for all other
atoms. (For χspin = 1.0 (3/14), these values were 2.01 (2.10) and
e0.09 (0.12), respectively.) Thus, there are approximately eight
magnetic electrons. ASMs converged in 1, 8, and 15 iterations for
χspin= 1, 1/2, and 3/14, respectively. The computed magnitude
of the molecule’s total spin moment was∼0.1. To the best of our

knowledge, experiments have not yet determined the molecule’s
total net spin moment at BBext = 0.104 The antiparallel Fe ASMs

Figure 3. Spin�orbit coupling potential energy surface of the ferrous cube
complex Fe4C40H52N4O12. The center shows 60 points forming the trun-
cated icosahedron used to sample the unit sphere of possible rotations of the
spin axes, where color indicates the relative energy of each rotation. Adjacent
to each labeled minimum, transition state, and maximum, the ASMs are dis-
played as vectors on the molecular structure, where color indicates the ele-
ment (orange, Fe; red, O; blue, N; gray, C; white, H). ASMs are insignificant
on all atoms except Fe. The large orange vectors show the direction and
magnitude of Fe ASMs. The magnitudes and relative angles between ASMs
are constant, but they rotate with respect to the molecular structure.

Figure 2. Method for computing the ground state of systems with highly noncollinear magnetism.
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have computed angles of 178� (χspin= 1/2), indicating almost
perfect antiparallelism. The first and second sets of antiparallel Fe
ASMs cross at a computed 10� deviation from perpendicular.
This slight deviation from perpendicular is probably due to the
distorted cubic geometry.
Our calculated noncollinear magnetic structure has some

important similarities and differences to previous intepretations.
Oshio et al. used simple crystal field theory and the angular overlap
method to interpret the experimental results. Specifically, they
assumed that each Fe(II) atomwas occupied by six d electrons in a
high spin arrangement having four unpaired electrons.104,109 They
predicted 16 unpaired electrons (S = 8) for the entire molecule
with a noncollinear ground state arrangement having two ap-
proximately perpendicular antiparallel pairs of Fe ASMs.104 Our
calculations show there are two approximately perpendicular
antiparallel pairs of Fe ASMs in the ground state (See Figure 3)
with approximately eight unpaired electrons in the molecule.
Specifically, spherical harmonic projection in VASP gave 6.25 d
electrons per Fe atom, and the computed ASMs showed only two
d electrons per Fe atom are unpaired. Therefore, we believe the
previously reported crystal field theory interpretation is incorrect,
and there are eight rather than 16 unpaired electrons in the
molecule. To the best of our knowledge, the only previous ab
initio calculations performed for this complex are the collinear
DFT calculations of Ribas-Arino et al.110 Ribas-Arino et al. did not
perform calculations to determine the ground spin state but
instead restricted calculations to the S = 8 state suggested by
Oshio et al. Using this restriction, they computed an ASM
magnitude of 3.6 for each Fe atom.110 In agreement with experi-
ments, their results indicated that [Fe4(sae)4(MeOH)4] is a single
molecule magnet, while the related iron cube system [Fe4(sap)4-
(MeOH)4] is not.

104,110 They computed a magnetic anisotropy
barrier of 0.5meV for [Fe4(sae)4(MeOH)4], which is not nearly as
close to the experimental value of 2.4 meV as our computed value
of 2.9 meV. Our ab initio calculations are the first to consider
noncollinear magnetism for this complex.
Experiments performed from near absolute zero temperature

to above room temperature showed that [Fe4(sae)4(MeOH)4]
has a positive magnetic susceptibility, meaning that the net
magnetic moment increases in the direction of an applied
magnetic field.104,105 Within the framework of the S = 8 spin
model described above, Oshio et al. and Ribas-Arino et al.
interpreted the positive magnetic susceptibility as an increasing
occupation of the SZ = +8 state at the expense of the SZ =�8 state
as the external magnetic field is increased.104,105,110

Our noncollinear DFT computations provide a different
explanation for the positive magnetic susceptibility. Specifically,
our calculations showed that the net spin moment magnitudeM
could be changed from 0.09 to 0.48 with only a 0.17meV increase
in total energy, which is an order of magnitude lower than the
magnetization reorientation energy barrier. The magnitude of
each Fe ASM remained constant at 2.06 during this increase inM,
while the angles between them changed slightly. This means that
the Fe ASMs can undergo small relative rotations with little
change in the total energy. These calculations were performed
with no external magnetic field applied. When an external
magnetic field BBext is applied, an energy of geμBMB 3 BBext/2 must
be included in the system’s Hamiltonian; therefore, to minimize
the system’s energy in the presence of nonzero BBext, the Fe spin
moments will rotate so as to increaseMB/2 in the direction of the
applied magnetic field. Our results strongly suggest that the
individual Fe ASMs in the noncollinear arrangement can easily
rotate toward the direction of an externally applied magnetic field,
leading to a change in the angles between Fe ASMs. In summary,
our calculations for BBext = 0 give a ground state having (a) eight
unpaired electrons with an ASM of ∼2.06 on each Fe atom, (b)
small spin moments on all atoms except Fe, (c) noncollinear
magnetism in which four Fe spinmoments are aligned in two pairs
with antiparallel alignment within a pair and a deviation of ∼10�
from perpendicular between pairs, (d) a magnetization reorienta-
tion barrier of∼2.9meVwith a triple-minima energy, and (e)M≈
0.1. ForBBext 6¼ 0, a positivemagnetic susceptibility is predicted due
to canting of the noncollinear Fe spin moments. The computa-
tional techniques described here will also be useful to better
understand the properties of other noncollinear magnetic systems.
4.4. The Antiferromagnetic Metal Organic Framework

Cu3(BTC)2. In the above sections, ASMs have been computed
for nonporous solids and molecular systems. We now consider a
porous solid. The metal�organic framework Cu3(benzenetricar-
boxylate)2, abbreviated Cu3(BTC)2, has open metal sites that can
bind adsorbates and is widely studied for gas adsorption and
catalytic applications.65,111�116 This material has high adsorption
capacities for acetylene and nitric oxide,115,116 is a Lewis acid
catalyst for several molecular rearrangement reactions,111 and
activates molecules for liquid phase cyanosilylation.114 Figure 4
shows the unit cell of Cu3(BTC)2 containing 156 atoms. The
copper atoms are arranged in pairs with a Cu�Cu bond length of
∼2.5 Å. The distance between adjacent Cu pairs is ∼10 Å.
Oxygen atoms connect the Cu pairs to aromatic linking groups.
Temperature-dependent magnetic susceptibility and electron

Figure 4. The metal organic framework Cu3(BTC)2. Left: the unit cell (atoms: Cu (gold), O (red), C (gray), H(white)). Middle: looking down the
pores. Right: atoms colored by ASM (�0.5 (blue) to 0.0 (white) to +0.5 (red)).



4160 dx.doi.org/10.1021/ct200539n |J. Chem. Theory Comput. 2011, 7, 4146–4164

Journal of Chemical Theory and Computation ARTICLE

spin resonance experiments show that the Cu atoms have strong
antiferromagnetic coupling within a pair and weak ferromagnetic
coupling between pairs.117�119 Electron paramagnetic resonance
(EPR) showed that the arrangement of ASMs was not static; there
was dynamic spin exchange between the Cu atoms, as evidenced
by the broad EPR peaks.119 Thus, a particular Cu atom is not
locked into a spin-up or -down orientation but rather switches
between the two on some short time scale. Watanabe and Sholl
showed that the PW91 functional correctly predicts the antiferro-
magnetic ground state of this material.65 Using this functional, the
ASMs for Cu and O have magnitudes of 0.49 and 0.09, respec-
tively, as shown in Table 5. The ASMs were not sensitive to the
choice of population analysis method, but the NACs were. The
sign of each ASM is shown on the right side of Figure 4.
4.5. Ozone.As a final example, we computed ASMs for singlet,

triplet, and cation doublet states of ozone using DFT and coupled
cluster expansions with 6-311+G* basis sets. For the cou-
pled cluster expansions, CCSD was used to compute the singlet,
SZ = +1/2 doublet, and SZ = +1 triplet states, while the symmetry
adapted cluster configuration interaction (SAC�CI) method of
Nakatsuji et al.45,46,120 was used to compute the singlet and SZ = 0

triplet states. SAC�CI is a coupled cluster expansion that
includes symmetry operators for computing the SZ = 0 ground
and excited states.45,46,120 Except for a flip of the spin direction,
the SZ =�1/2 doublet and SZ =�1 triplet states (not shown) are
identical to the SZ = +1/2 doublet and SZ = +1 triplet states,
respectively. As shown in Table 6, for each spin state, the
optimized geometries and relative energies are in good agree-
ment with the experimental value. We find that the computed
ASMs are similar for the CCSD and DFT methods. The small
DFT ΔS values indicate that the spin densities can be accurately
reproduced by DFT. Our results suggest that DFT and CCSD
give similar ASMs when ΔS is small.

5. CONCLUSIONS

A functional for optimizing atomic spin moments (ASMs)
using the DDEC atomic density distributions was presented that
has a unique minimum. These ASMs are especially suitable for
constructing interaction potentials for atomistic simulations, be-
cause they accurately reproduce the spin-derived magnetic field
component, BB

spin(rB), outside a material’s electron distribution as
well as the chemical states of atoms in a material. The parameter

Table 5. Magnitude of ASMs for Cu3(BTC)2

NAC ASM

oxidation state Bader DDEC Bader χspin = 1.0 χspin = 3/14 χspin = 1/2 LSF

Cu 2 1.04 0.89 0.49 0.49 0.48 0.49 0.47

O �2 �1.09 �0.56 0.09 0.09 0.09 0.09 0.10

other atoms <0.01 <0.01 <0.01 <0.01 <0.01

iterationsa 1 12 6 39
a Iterations required to converge ASMs to within 5 � 10�5.

Table 6. Population Analysis for Spin States of Ozone

method

total

Sz ΔS

relative

energy

(eV)

O�O�O

angle

(deg)

O�O

dist.

(Å)

net

charge

O�O�O

NACa

O�O�O

ASM a

O�O�O

NACb

O�O�O

ASM b

singlet state

exp. 0 0 116.8c 1.27c

B3LYP 0 0 0 118.5 1.26 0 0.39 0.00 �0.20 0.00

PW91 0 0 0 118.4 1.28 0 0.37 0.00 �0.18 0.00

CCSD 0 0 0 117.8 1.24 0 0.37 0.00 �0.18 0.00

SAC�CI 0 0 0 117.8 1.24 0 0.40 0.00 �0.20 0.00

triplet states

exp. 1 1.18d 98.9e 1.35e

B3LYP 1 0.01 0.82 99.2 1.32 0 0.20 0.38 �0.10 0.81

PW91 1 0.01 0.96 99.3 1.35 0 0.20 0.38 �0.10 0.81

CCSD 1 <0.08g 1.06 97.5 1.32 0 0.23 0.42 �0.12 0.79

SAC�CI 0 0 1.30 97.4 1.32 0 0.20 0.00 �0.10 0.00

+1 cation doublet state

exp. 1/2 12.52f 131.5f 1.25f

B3LYP 1/2 0.01 12.74 134.6 1.21 1 0.53 0.22 0.24 0.39

PW91 1/2 0.00 12.35 134.3 1.23 1 0.48 0.20 0.26 0.40

CCSD 1/2 <0.03g 12.71 133.4 1.18 1 0.49 0.24 0.26 0.38
aDDEC NAC and ASM (χspin= 1/2) of the center oxygen atom. bDDEC NAC and ASM (χspin= 1/2) of each outer oxygen atom. cRef 121. dRef 122.
eRef 123. fRef 124. gΔS values for the HF reference configuration were used as an upper bound for the CCSD ΔS values.
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χspin, which determines the relative weights of proportional and
spherically averaged atomic spin density in this functional, had a
small influence on the ASM values.We recommend the value χspin=
1/2, which gives converged ASMs in fewer than 10 iterations and is
accurate for reproducing both BB

spin(rB) and the chemical states of
atoms. This functional performed better than a functional that
minimizes the least squared difference between the local and
spherically averaged atomic spin magnetization densities.

Results showed that the computational method (i.e., DFT,
DFT+U, coupled-cluster, etc.) has a larger influence on the
computed ASMs than the population analysis method (i.e., Bader,
NPA, DDEC). The Bader, DDEC, and (where applicable) NPA
methods gave similar ASMs, but different net atomic charges. Bader
andDDECASMshave the advantage of being applicable to periodic
and nonperiodic materials and to collinear and noncollinear mag-
netism.The computedASMswere in good agreementwith available
experimental data for a variety of periodic andnonperiodicmaterials.
A range of materials exhibiting collinear magnetism were studied,
including diatomic iodides, an antiferromagnetic metal organic
framework, Cu3(BTC)2, several ozone spin states, mono- and
binuclear transition metal complexes, and ferri- and ferro-magnetic
solids (Fe3O4 and Fe3Si). The highly correlated material magnetite
was studied using DFT+U andHSE06methods. In agreement with
prior literature, we found that theUeff parameter has a large effect on
charge and spin ordering in mixed oxidation state materials like
magnetite. Both DFT+U and HSE06 separate octahedral Fe sites
into nominally FeII and FeIII atoms with different net charges and
ASMs, while PBE calculations give only one type of octahedral Fe.

Noncollinear magnetic calculations are usually started using
the converged collinear magnetic structure as an initial guess.
This procedure is only reliable, however, when the amount of
noncollinearity is small. We developed a procedure for finding
the ground state of systems with highly noncollinear magnetism.
The single-molecule magnet Fe4C40H52N4O12 was studied by this
method. The computed ground state magnetic structure was highly
noncollinear and provided an improved explanation of the experi-
mental results. Also, we briefly discussed the theory of
XC functionals for studying noncollinearmagnetism and introduced
two descriptors, Ξdir and Ξmag, that are helpful for choosing an
appropriate XC functional when studying noncollinear magnetism.

’APPENDIX

1. Proof H Has a Unique Minimum. The core of the method
we have introduced is the minimization of the functionalH defined
in eq 29. We now show that H has only one minimum. To prove
uniqueness, it is sufficient to show that H is everywhere convex,
which is necessarily true if its second-order variational derivative

δ2H ¼ ∑
A
∑
B

I I
δmBAðrBAÞ 3

∂
2H

∂mBAðrBAÞ∂mBBðrB0BÞ
3 δmBBðrB0BÞ d3 rBA d3 rB

0
B ð67Þ

is greater than or equal to zero for arbitrary {δmBA(rBA)}. Since the
only non-zero second order derivatives of H with respect to the
independent variables {mBA(rBA)} are

∂
2H

∂mBAðrBAÞ ∂mBAðrB0AÞ
¼ 1

2

I
ω

∂

∂mBAðrB0AÞ
ln

FAðrBA, ĥÞ
wspin
A ðrBA, ĥÞ

 !
ĥ d2ω

þ νAðrBAÞ
∂m̂AðrBAÞ
∂mBAðrB0AÞ

ð68Þ

it follows from eq 67 that H is convex if

I I
j~ðrBAÞ 3

∂
2H

∂mBAðrBAÞ∂mBA

ðrB0A Þ 3j~ðrB0AÞ d3 rBAd3 rB0Ag0

ð69Þ
for every real-valued differentiable function jB(rBA). Expanding,

∂m̂AðrBAÞ
∂mBAðrB0AÞ

¼ x̂x̂ þ ŷŷ þ ẑẑ� m̂AðrBAÞm̂AðrBAÞ
mAðrBAÞ

 !
δdiracðrB0A � rBAÞ

ð70Þ
gives

I I
j~ðrBAÞ 3 νAðrBAÞ

∂m̂AðrBAÞ
∂mBAðrB0AÞ 3

j~ðrB0AÞ d3 rBA d3 rB
0
A

¼
I
νAðrBAÞ

jj~ðrBAÞj2 � jj~ðrBAÞ 3 m̂AðrBAÞj2
mAðrBAÞ

d3 rBA g0

ð71Þ
The inequality in eq 71 follows from the fact thatνA(rBA)g 0 and the
absolute value of the scalar projection of a vector onto any unit
direction is less than or equal to the magnitude of that vector.
Expanding

∂

∂mBAðrB0AÞ
ln

FAðrBA, ĥÞ
wspin
A ðrBA, ĥÞ

 !

¼ ĥ
δdiracðrB0A � rBAÞ
2FAðrBA, ĥÞ

� ð1� χspinÞδdiracðr0Α � rAÞ
8πðrAÞ2 FavgA ðrA, ĥÞ

0
@

1
A

ð72Þ
gives

I I
j~ðrBAÞ 3 ĥ ∂

∂mBA

ðrB0AÞ ln
FAðrBA, ĥÞ
wspin
A ðrBA, ĥÞ

 !
ĥj~ðrB0AÞ d3 rBA d3 rB

0
A

¼
I jj~ðrBAÞ 3 ĥj2

2FAðrBA, ĥÞ
d3 rBA�ð1� χspinÞ

I jj~ðrBAÞ 3 ĥjjj~avgðrAÞ 3 ĥj
2FavgA ðrA, ĥÞ

d3 rBA

¼
I jj~ðrBAÞ 3 ĥj2

2FAðrBA, ĥÞ
� ð1� χspinÞjj~

avgðrAÞ 3 ĥj2
2FavgA ðrA, ĥÞ

 !
d3 rBA g 0 ð73Þ

Bultinck et al. showed that

I f ðrBAÞ2
gAðrBAÞ

� f avgðrAÞ2
gavgA ðrAÞ

 !
d3 rBA g 0 ð74Þ

for any differentiable real-valued functions gA(rBA)g 0 and f(rBA).
125

Thus, by setting f(rBA) =jB(rBA) 3 ĥ and gA(rBA) = 2FA(rBA,̂h), it follows
that the integral in eq 73 is positive definite. Combining eqs 67, 68,
71, and 73 gives δ2H g 0, which proves that H has a unique
minimum.

2. Algorithm for Computing the Inverse of ξ(τ). The
iterative scheme defined in section 3.1 requires calculating the
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inverse of γ = ξ(τ), denoted ξinv(γ). This quantity was com-
puted by Newton’s method starting from an initial estimate of

ξinvðγÞj0 ¼ γ þ a1γ2

a2 þ a3γ þ a4γ2
, 0 e γ e 2π ð75Þ

The constants a1 = �0.036835, a2 = 4.178319, a3 = �0.136129,
and a4 = 0.038148 were determined by fitting the points γ = 0,
π/2, π, 3π/2, and 2π. Newton’s method gives the refined value
at iteration (j +1) in terms of the error and derivative at iteration
j; specifically,

ξinvðγÞjjþ1 ¼ ξinvðγÞjj þ
γ� ξðξinvðγÞjjÞ
ξ0ðξinvðγÞjjÞ

ð76Þ

where the derivative is

ξ0ðτÞ ¼ 2π
τ3

ln
1 þ τ

1� τ

� �
� 2τ

� �
, ξ0ð0Þ ¼ 4π=3 ð77Þ

ξ(τ) was expanded near τ = 0 and 1 to avoid singularities in
eqs 35 and 77: (a) ξ(τ)≈ 4πτ/3 and ξ0(τ)≈ 4π/3 for τe 0.001
and (b) ξ(τ)≈ 2π + 49.956(τ� 1) + 8370.6(τ� 1)2 and ξ0(τ)
≈ 50.0 for τ g 0.999. Two Newton iterations were sufficient to
achieve at least four significant digits of accuracy over the entire
range of τ values.

3. Derivation of the Value c = π in eq 59. Since eq 64
imposes constraint 11 for any positive value of c, the value of c has
no effect on the converged solution. It does, however, affect the
number of iterations required to reach convergence. To mini-
mize the number of iterations required to reach convergence, the
value c = π derived here should be used. Using the subscripts
j and (j� 1) to indicate assignments for the current iteration (i.e.,
j) based on quantities for the last iteration (i.e., j � 1), eq 59 is

LBAðrBAÞjj ¼ YBðrBÞjj�1 �Ω~ ðrBÞjj�1

þ c
ðmBðrBÞ �mB

trialðrBÞÞ
FðrBÞ

�����
j�1

þ η~AðrBAÞjj�1

ð78Þ

Multiplying both sides by FA(rBA)/F(rB) and summing over A gives

YBðrBÞjj � YBðrBÞjj�1 ¼ c
ðmBðrBÞ �mB

trialðrBÞjj�1Þ
FðrBÞ

ð79Þ

To satisfy constraint 11 in iteration j, we should have

mB
trialðrBÞjj≈mBðrBÞ ð80Þ

Inserting eq 80 into the right-hand side of eq 79 gives

YBðrBÞjj � YBðrBÞjj�1≈
c

FðrBÞ
ðmBtrialðrBÞjj �mB

trialðrBÞjj�1Þ

ð81Þ

Defining

ΔmAðrBAÞ ¼ mAðrBAÞjj �mAðrBAÞjj�1 ð82Þ

Equation 81 can be rewritten as

∂ YBð rBÞ
∂mAðrBAÞ

ΔmAðrBAÞ≈
c

FðrBÞ
ΔmAðrBAÞ ð83Þ

Using eqs 61 and 37, the derivative can be expanded as

∂ YBð rBÞ
∂mAðrBAÞ

¼ FAðrBAÞ
FðrBÞ

∂LAðrBAÞ
∂mAðrBAÞ

¼ 1
2FðrBÞ

∂ξðτÞ
∂τ

ð84Þ

Comparing eqs 83 and 84, one-half the average value of the
derivative of ξ(τ) over the range of possible τ values (i.e. τ = 0 to
1) is a good choice for c:

c≈
1
2
∂ξðτÞ
∂τ

≈
ξð1Þ � ξð0Þ

2
¼ 2π� 0

2
¼ π ð85Þ

In practice, we found that using c = π convergesmB
trial(rB) tomB(rB)

in just a couple of iterations.
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ABSTRACT: A heuristic model based on dielectric continuum theory for the long-range solvation free energy of a dipolar system
possessing periodic boundary conditions (PBCs) is presented. The predictions of the model are compared to simulation results for
Stockmayer fluids simulated using three different cell geometries. The boundary effects induced by the PBCs are shown to lead to
anisotropies in the apparent dielectric constant and the long-range solvation free energy of as much as 50%. However, the sum of all
of the anisotropic energy contributions yields a value that is very close to the isotropic one derived from dielectric continuum theory,
leading to a total system energy close to the dielectric value. It is finally shown that the leading-order contribution to the energetic
and structural anisotropy is significantly smaller in the noncubic simulation cell geometries compared to when using a cubic
simulation cell.

1. INTRODUCTION

Molecular dynamics (MD) and Monte Carlo (MC) simula-
tions have grown to become a central tool in physics, chemistry,
and biology over the past three decades.1,2 However, in spite of
the huge advancement of both algorithms and hardware, there
are still some unresolved methodological issues. Arguably, the
most persistent of these is the question of how to handle long-
range electrostatic (Coulomb and dipole�dipole) interactions in
a simulation.3�5 The basic problem is that the integral
Z ∞

rcut
vðrÞ4πr2dr ð1Þ

diverges for all finite values of the cutoff radius rcut as long as the
intermolecular potential v(r) does not decay faster than r�3.
Thus, applying a simple (spherical or cubic) cutoff to the
electrostatic potentials may often lead to serious artifacts in the
structure and thermodynamics of the system under study.

Although several solutions to the infinite-range interaction
problem have been proposed, the most common way to circum-
vent this problem is the use of lattice-based summation techni-
ques, or periodic boundary conditions (PBCs). These methods
compose a plethora of different algorithms that all rest on the
same basic assumption, namely that the (finitely sized) simula-
tion cell is duplicated in all directions to create an infinite lattice.
The original implementation of this idea was developed by
Ewald6 and is built upon a separation of the interaction into
short-range and long-range parts, where the former is summed
up in real space and the latter in reciprocal space. The original
Ewald method has since been developed inmany ways, and today
different mesh-based methods7�10 are numerically faster alter-
natives to the classical Ewald summation.

When simulating a fluid phase, the assumption of periodicity is
clearly not a correct description of the real system. This criticism
has been put forward several times in the literature but was
originally noted by Valleau and Whittington,11 who gave a
qualitative argument about the inability of lattice summation

methods to correctly reproduce long-range fluctuations in fluid
systems. Furthermore, several studies have addressed the issue of
periodicity effects on the properties of Lennard-Jones fluids,12,13

ionic solutions,14�17 and biomolecules.18�21 In the context of
dipolar systems, Boresch and Steinhauser22 conducted a careful
study of dipole fluctuations and correlations in SPC water
simulated using the Ewald summation technique. In particular,
they addressed the importance of the so-called surface term,23

which describes the solvation from the dielectric surroundings of
the infinite lattice on structural properties such as the dielectric
permittivity, dipole time correlation functions, and the Kirkwood
g factor. However, the total dipole moment of the simulation box
is a special property, in the sense that its total interaction with all
its periodic images is identically zero, as long as the contributions
are summed in spherical shells.24�27 Therefore, the periodicity
effects on the fluctuating dipole moment of the whole simulation
box (and related properties) are expected to be small. In a recent
contribution,28 we showed, however, that the fluctuations of
higher order electric multipole moments of the whole simulation
box are greatly influenced by the interaction between each
instantaneous multipole and all of its periodic images. This effect
is manifested through a difference of as much as 50% between the
dielectric permittivities calculated from different multipole com-
ponents, depending on whether the multipole component has an
attractive or a repulsive (or, in some cases, zero) interaction with
its neighbors. A schematic picture of the coupling of different
multipole components in a system under PBCs is given in
Figure 1.

In addition to the cubic simulation cell used in the majority of
computer simulations, some alternative simulation cell geome-
tries have been suggested and implemented,29�33 most notably
the rhombic dodecahedron (RD) and the truncated octahedron
(TO). These two bodies have the appealing property of more
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closely resembling the geometry of solvated spherical solutes, in
the sense that they have larger inscribed spheres than a cubic
simulation cell of the same volume. Even though these alternative
geometries are implemented in major simulation packages, there
are only a few studies29,34,35 probing the effect of changing the
cell geometry on the thermodynamic properties of the system
under study. Because these cells pack in lattice structures
different from that of the cube, it seems reasonable to expect
their periodicity effects to differ qualitatively from those of a
cubic cell.

In the present contribution, we will extend our previous
analysis28 of the periodicity effects on a dipolar model system
from the qualitative to the quantitative level, as well as from
cubic to noncubic simulation cells. We will develop a heuristic
model describing the solvation of and electrostatic fluctua-
tions in a spherical subvolume of a dielectric medium exhib-
ited to PBCs. This model will be compared to values of the
dielectric constant calculated from simulations of a simple
dipolar model system.

2. THEORY

2.1. General ansatz. In the following, the electrostatic fluctua-
tions in a spherical subvolume of a dipolar model system treated
using the Ewald summation technique will be described by
dividing the long-range solvation energy of this subvolume into
two contributions:
• An approximately isotropic part, coming from the interac-
tion between the instantaneous multipole Qlm of a spherical
volume in the central simulation cell and its noncorrelated
neighbors, i.e., Ql0m0 with l0 6¼ l and/or m0 6¼ m, in the other
cells. This interaction is, at least partly, Boltzmann-weighted
in a simulation, and we will thus attempt to describe it using
formulas valid for an isotropic dielectric medium.

• A strongly anisotropic part, coming from the “self-interac-
tion” between Qlm in the central cell and its fully correlated
replicas (Ql0m0 with l0 = l andm0 =m) in the rest of the lattice.
This part of the interaction is not Boltzmann-weighted,
because of the perfect periodicity imposed by the PBCs. We

will thus describe this interaction using the reduced lattice-
interaction tensors introduced previously.28

On the basis of this description, we will present a heuristic
derivation of the long-range solvation free energy of the spherical
subvolume. This will be compared to the behavior expected from
a spherical subvolume inside an infinite isotropic dielectric
medium and the analysis will thus enable us to directly probe
the magnitude of the periodicity effect introduced by the PBCs.
2.2. Periodic Boundary Conditions. In the present study, the

term “periodic boundary conditions” refers to a system with a
potential energy Upot of the form

Upot ¼ 1
2 ∑

N

i¼ 1
∑
N

j¼ 1
∑
n

0vðrij þ an,ωi,ωjÞ ð2Þ

where n = (nx, ny, nz) is a vector that runs over all lattice points in
the particular (unit length) lattice and a denotes the side length
of the unit cell. Furthermore, the primed sum indicates that the
term with i = j for n = 0 should be excluded, and v(rij, ωi, ωj)
denotes the intermolecular potential between particles i and j,
depending in general on their separation rij and orientations ωi

andωj. In practice, v(rij,ωi,ωj) is usually long-range in the sense
that it decays no faster than r�3, the two most important examples
being the Coulomb and dipole�dipole potentials.
Since the sum in eq 2 is slowly (and conditionally) convergent,

more elaborate methods to evaluate the potential energy in a
PBC system need to be used in practice. The by far most popular
technique to achieve a fast convergence of the potential energy is
the technique originally due to Ewald6 and different mesh-based
variants7�10 thereof. Within the Ewald-basedmethods, the short-
range (n = 0) part of Upot is screened through the addition of a
Gaussian charge (dipole) cloud and is thereafter summed within
a, usually spherical, cutoff after considering the nearest image con-
vention.1 The long-range (n 6¼ 0) part of the potential energy is
summed up in Fourier space, leading to a quickly (and absolutely)
convergent sum.
2.3. Simulation Cells with Noncubic Geometries. Although

cubic simulation cells are used for the majority of simula-
tion studies, the use of alternative simulation cell geometries

Figure 1. Schematic picture of the coupling of the total dipole (left) and higher multipoles (right) of a simulation cell subjected to PBCs. The dipole
does not “see” its neighbors since its self-interaction energy is zero but is solvated by the dielectric response from the surrounding medium through the
surface term. In contrast, higher multipoles (Qlm, l > 1) couple to its neighbors through their nonzero self-interaction but are not affected by the surface
term. In addition, the dipole as well as the highermultipoles interact with the set of “unconstrained”multipolesQl0m0, l0 6¼ l and/orm0 6¼m, (not depicted)
in the surrounding cells, giving an (approximately) isotropic contribution to the solvation.
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has started to become increasingly popular. In total, five classes of
geometrical bodies are translationally space-filling and can thus
be used for simulating a periodic system;31 however, due to their
relatively “sphere-like” symmetry, the two most useful alterna-
tives to the cube, at least for the simulation of bulk systems, are
the rhombic dodecahedron (RD) and truncated octahedron
(TO). While the cube, of course, packs in a simple cubic (SC)
lattice structure, the natural choice for the lattice structures of the
RD and TO are face-centered cubic (FCC) and body-centered
cubic (BCC), respectively.31 However, Smith and Fincham36

showed that the use of a body-centered tetragonal (BCT) lattice
structure for the RD, with one side of the unit cell elongated by
a factor

√
2 compared to the other two, greatly facilitates the

implementation of Ewald summation for this geometry, by
simply excluding k-space terms of certain parity. Thus, we will
use the BCC and BCT lattice structures as the basis of our
analysis. In Figure 2, the RD and the TO are shown, inscribed in
their respective unit cells.
2.4. Solvation in Dielectric Media. In the following subsec-

tions, we will treat relevant parts of the theory of solvation and
fluctuations in dielectric media. First, we will review the theory
for the solvation of a polarizable dipole in a dielectric medium
(section 2.4.1). Subsequently, in section 2.4.2, we will treat
electrostatic fluctuations and solvation in isotropic dielectric
media. Finally, in section 2.4.3, we will use tools from the two
preceding parts to develop a heuristic model for the solvation of a
dielectric subvolume in a PBC system.
Generally, the collective electrostatic fluctuations will be

quantified through the spherical multipolemomentsQlm, defined
through

Qlm �
Z
V
FðrÞrlClmðΩÞdr ð3Þ

where F(r) denotes the charge density in a point
r = (r, Ω) = (r, j, θ) ∈ V and Clm(Ω) represents Racah’s
unnormalized spherical harmonics. The index l denotes the order
of the multipole, whereas m describes its orientation in an
external coordinate frame. Just as for the spherical harmonics,
m takes on all integer values between �l and +l. However,

the �m and +m components are related according to

Q l�m ¼ ð� 1ÞmQ �
lm ð4Þ

where * denotes complex conjugation; thus, Qlm and Ql�m are
not independent degrees of freedom. Instead, we will adopt the
approach taken previously37,38 and treat separately the real and
imaginary parts of Qlm, denoted respectively by superscripts R
and I, for mg 0. Since Ql0 is real, these l + 1 real and l imaginary
multipole components form 2l + 1 linearly independent fluctua-
tion modes. Furthermore, we will use the bracketed superscripts
(R) and (I) to denote quantities that are somehow related to the
real and imaginary parts ofQlm, although not themselves complex
quantities.
2.4.1. A Polarizable Dipole in a Dielectric Medium. The

solvation energy Usolv of a polarizable point dipole of magnitude
μ, radius R, and polarizabilityα embedded in a dielectric medium
of dielectric permittivity ε is given by39

Usolv ¼ � 1
2

gμ2

1� gα
ð5Þ

where

g ¼ 1
R3

2ðε� 1Þ
2ε þ 1

ð6Þ

quantifies the reaction field, parallel to the dipole, coming from
the surrounding dielectric medium. A physical interpretation of
the expression for Usolv is facilitated by expanding eq 5 in a
geometric series, i.e.

Usolv ¼ � gμ2

2 ∑
∞

n¼ 0
ðgαÞn ð7Þ

From this expression, we can identify the prefactor � gμ2/2 as
the solvation energy of a permanent dipole immersed in a
dielectric medium, whereas the factor ∑n(gα)

n takes into account
the increase of the solvation energy due to the additional
polarization of the particle by the reaction field. The infinite
sum is due to the incremental nature of this process; the reaction
field increases the total dipole moment of the particle, which in

Figure 2. The rhombic dodecahedron (left) and truncated octahedron (right) inscribed in their BCT and BCC unit cells, respectively.
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turn polarizes the dielectric to yield a larger reaction field, etc. In
section 2.4.3, we will show how this partitioning of the solvation
energy can be mapped onto the solvation of a dielectric sub-
volume exhibited to PBCs.
2.4.2. Electrostatic Fluctuations in a Dielectric Medium. The

(unnormalized) probability distribution Pvac(Qlm) of the 2
l-pole

moment of a spherical dielectric volume with radius R and
dielectric permittivity ε in a vacuum is given by the Gaussian
function37,40

PvacðQX
lmÞ ¼ exp½ � βU†

vac� ð8Þ
where Uvac

† , given by

U†
vac ¼

ð2� δm0Þ½lðε þ 1Þ þ 1�
2lðε� 1Þ

ðQX
lmÞ2

R2l þ 1
ð9Þ

denotes the (free) energy cost for creating an instantaneous
multipole moment Qlm

X in the dielectric volume, β = (kBT)
�1 is

the inverse thermal energy, and X ∈ {R, I}. If the dielectric
volume is immersed in an infinite dielectric medium with the
same value of ε as the sphere itself, U† is decreased due to the
depolarizing reaction field from the surrounding medium, chang-
ing the probability distribution to37,40

PdielðQX
lmÞ ¼ exp½ � βU†

diel� ð10Þ
where

U†
diel ¼

ð2� δm0Þð2l þ 1Þ2ε
2ðε� 1Þl½ðl þ 1Þε þ l�

ðQX
lmÞ2

R2l þ 1

≈ð2� δm0Þ ð2l þ 1Þ2
2lðl þ 1Þε

ðQX
lmÞ2

R2l þ 1
� clm � ðQX

lmÞ2

ð11Þ
and the second equality is accurate for not too small values of ε.
The energy expression in eq 9 is roughly independent of ε for
high-dielectric media and thus not numerically useful for deter-
mining ε from a computer simulation. In contrast, the right-
hand-side of eq 11 shows that Udiel

† ∼ ε�1 for large and
intermediate values of ε, and thus determining the width of Pdiel
in a computer simulation can be used to determine the dielectric
permittivity of the system under study. More specifically, eq 10
can be transformed into a formula for the mean-square quantity
Æ(Qlm

X )2æ by noting that the Gaussian form implies that Æ(Qlm
X )2æ=

(2βclm)
�1. After some rearrangements, still using the simplified

form for high and intermediate ε, we get

ε ≈ ð2� δm0Þ ð2l þ 1Þ2
lðl þ 1Þ

βÆðQX
lmÞ2æ

R2l þ 1
ð12Þ

The l = 1 case of eq 12 applied to the total dipole moment has
been widely used to determine ε from computer simulations of
fluids, although care needs to be taken to use a form of the
formula proper for the particular boundary conditions being
used.41,42 In an infinite, isotropic dielectric medium, ε is by
definition independent of l, m, and R, but for a finite and/or
molecular system, this does not necessarily hold. In particular, as
we will show below, ε is not independent of l and m for a system
exposed to PBCs.
In addition to the dielectric permittivity, the above formulas

can be used to obtain the free energy change ΔAvacfdiel of

bringing the dielectric sphere from vacuum into its own medium.
To this end, we will employ the standard relationship43

βΔAvac f diel ¼ � ln
Zdiel

Zvac
¼ � ln

Z ∞

�∞
PdielðQX

lmÞ dQX
lmZ ∞

�∞
PvacðQX

lmÞ dQX
lm

ð13Þ
where Zdiel and Zvac denote the configuration integrals in the
solvated and nonsolvated states, respectively. Inserting eqs 8�11
and carrying out the integrations gives

βΔAvac f diel ¼ 1
2
ln

ð2l þ 1Þ2ε
½ðl þ 1Þε þ l�½lðε þ 1Þ þ 1�

" #

≈
1
2
ln

ð2l þ 1Þ2
lðl þ 1Þε

" #
ð14Þ

Thus,ΔAvacfdiel is (i) always negative, (ii) independent ofm and
R, and (iii) only weakly dependent on l, a dependence that
disappears quickly in the limit l f ∞ . Finally, we note that
ΔAvacfdiel diverges logarithmically as ε f ∞ for all l.
2.4.3. Electrostatic Fluctuations in a System Subjected to

PBCs.Wewill now propose amapping of the energy expression in
eq 7 for a polarizable dipole in a dielectric medium onto the
solvation of a dielectric subvolume in a system exposed to PBCs.
As a first assumption, we will describe the energy of creating an
instantaneous multipole moment Qlm

X in the spherical volume,
excluding the anisotropic part of the solvation, by the same
expression as in an infinite dielectric medium. Using eq 11 and
eq 7, we thus make the assignment

� gμ2

2
∼ U†

diel ¼ ð2� δm0Þ ð2l þ 1Þ2
2lðl þ 1Þε

ðQX
lmÞ2

R2l þ 1
ð15Þ

Obviously, Udiel
† is qualitatively different from the prefactor

� gμ2/2 of eq 7; most importantly, it has a positive rather than
a negative sign, since it also includes the energetic cost of creating
the multipole moment in the dielectric medium, whereas the
energy in eq 7 is valid for a permanent dipole, i.e., excluding the
self-energy of the charge distribution.
In addition to the isotropic solvation, the instantaneous

multipole moment induces a generalized reaction field coming
from its own replicas in all of the surrounding boxes, which in
turn polarizes the dielectric volume. This behavior is fully
analogous to the polarization of a polarizable dipole by its own
reaction field; however, in the case of PBCs the reaction field is
not proportional to the factor g of eq 6 but rather to the lattice
interaction tensor Slm

(X) quantifying the interaction between the
multipole component Qlm

X and all its replicas in the lattice. The
use of eqs 44 and 47 of ref 38 leads us to the following definition
of Slm

(X):

SðXÞlm � ð� 1Þl þ δXI f ðl, l,m,mÞ ∑
n 6¼0

CR
2l, 2mðΩÞ
janj2l þ 1

þ ð1� δm0Þð � 1Þl þ mf ðl, l,m, �mÞ ∑
n 6¼0

CR
2l, 0ðΩÞ

janj2l þ 1

ð16Þ
where a is the side length of the unit cell, δ is the Kronecker delta,
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and the function f is defined by

f ðl1, l2,m1,m2Þ � ð2ðl1 þ l2ÞÞ!
ð2l1Þ!ð2l2Þ!

� �1=2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2ðl1 þ l2Þ þ 1

p l1 l2 l1 þ l2
m1 m2 �m1 �m2

 !
ð17Þ

with ( 3 3 3 ) representing the Wigner 3j symbol.44 The two terms
for m > 0 come from the interaction between Qlm

X in the central
unit cell and (i) Qlm

X and (ii) Ql�m
X in the surrounding cells. We

furthermore note that (see Appendix A)

∑
m, X

SðXÞlm ¼ 0, " l g 1 ð18Þ

where the sum runs over all multipole components with a given l.
Thus, the (unweighted) mean value of the lattice interaction for
any lg 1 is zero for all multipoles and lattices. It should finally be
clarified that, whereas g always yields an attractive coupling be-
tween the polarizable dipole and the reaction field, Slm

(X) can
represent attractive as well as repulsive couplings, depending on
the symmetry properties of each multipole. Finally, we make the
assumption that the polarizability α in eq 7 can be mapped
according to α ∼ kselfR

2l+1, where kself is a positive constant
related to the magnitude of the anisotropic solvation.
On the basis of the above discussion, we suggest that the (free)

energy for creating an instantaneous multipole moment in a
spherical subvolume of a dielectric exhibited to PBCs is given by

U†
PBC ¼ ð2� δm0Þ ð2l þ 1Þ2

2lðl þ 1Þε
ðQX

lmÞ2
R2l þ 1

1

1� kselfR2l þ 1SðXÞlm

ð19Þ
In accordance with eq 10, we also form the corresponding

probability distribution PPBC(Qlm
X ):

PPBCðQX
lmÞ ¼ exp½ � βU†

PBC� ð20Þ
We note that, just like in the case of isotropic dielectric solva-

tion, PPBC is Gaussian (as long as kself R
2l+1Slm

(X) < 1), but with the
important difference that its exponent is nowm-dependent through
the dependence on Slm

(X). The Gaussian form with respect to
Qlm
X implies that the mean-square multipole moment Æ(Qlm

X )2æPBC
can be expressed as

ÆðQX
lmÞ2æPBC ¼ R2l þ 1

ð2� δm0Þβ
lðl þ 1Þε
ð2l þ 1Þ2 ½1� kselfR

2l þ 1SðXÞlm �

ð21Þ
In analogy with eq 12, we now define the apparent dielectric

permittivity εPBC,lm
(X) as

εðXÞPBC, lm � ð2� δm0Þð2l þ 1Þ2
lðl þ 1Þ

βÆðQX
lmÞ2æPBC

R2l þ 1
ð22Þ

which from the above reasoning now becomes dependent on l
and m due to the anisotropic polarization induced by the PBCs.
Finally, inserting eq 21 into eq 22 gives the relation

εðXÞPBC, lm ¼ εdiel½1� kselfR
2l þ 1SðXÞlm � ð23Þ

where we have added the subscript “diel” to ε, to stress that it
represents the true (m-independent) dielectric permittivity that
the fluid would have if it behaved as an isotropic dielectric

medium. For a molecular system, εPBC,lm
(X) can be obtained by

sampling Æ(Qlm
X )2æPBC in a computer simulation. By plotting

εPBC,lm
(X) as a function of Slm

(X), the two constants εdiel and kself
appearing in eq 23 can be determined from the intercept and
slope of a linear fit to the data points.
Just as in the case of dielectric solvation, we may use the

analogy of eq 13 to define the free energy change ΔAvacfPBC of
bringing a dielectric sphere from a vacuum into a system under
PBCs. Using eqs 8, 9, and 19�20 gives, after performing the
integrations,

βΔAvac f PBC≈
1
2
ln

ð2l þ 1Þ2
lðl þ 1Þεdielð1� kselfR2l þ 1SðXÞlm Þ

" #

ð24Þ
Since ΔAvacfPBC describes the long-range part of the electro-

static free energy of the simulated system, it should ideally not
differ too much from ΔAvacfdiel, and therefore a comparison
between these two quantities may be a good way of assessing the
accuracy of the particular boundary conditions being used. In
particular, for Slm

(X) = 0 or kself = 0,ΔAvacfPBC reduces to eq 14 for
an isotropic dielectric medium.

3. COMPUTATIONAL DETAILS

The molecular model system is composed by particles posses-
sing a pairwise additive interparticle potential v(rij, ωi, ωj), com-
posed of a dipolar and a Lennard-Jones (LJ) part according to

vðrij, ωi, ωjÞ ¼ vdipðrij, ωi, ωjÞ þ vLJðrijÞ ð25Þ
where

νdipðrij, ωi, ωjÞ ¼ μi 3μj

r3ij
� 3ðμi 3 rijÞðμj 3 rijÞ

r5ij

" #
ð26Þ

and

νLJðrijÞ ¼ 4εLJ
σLJ

rij

 !12

� σLJ

rij

 !6
2
4

3
5 ð27Þ

In the above equations, μi represents the dipole of particle i, rij is
the vector pointing from particle i to particle j, rij = |rij|, and εLJ
and σLJ are the LJ parameters. Two different values of the
molecular dipole moment μ = |μ| were employed: μ = 0.45 atomic
units (0.23813e Å, μ* � μ/(4πε0εLJσLJ

3 )1/2 = 1.290) and
μ = 0.65 atomic units (0.34397e Å, μ* = 1.863). The LJ parameters
were set to σLJ = 2.8863 Å and εLJ = 1.97023 kJ mol�1.

The thermodynamic properties of the model system were
determined by performing MD simulations in the canonical
(constant N,V,T) ensemble, using N = 1000 particles in a cell
of volume V = 2.601 � 104 Å3 for all three simulation cell
geometries. The temperature was kept constant at T = 315.78 K
(T* t kBT/εLJ = 1.333). Toroidal boundaries for the noncubic
simulation cells were applied according to the procedures
devised by Smith,32 whereas Ewald summation with tinfoil
boundaries were implemented using the formulas due to Smith
and Fincham.36 A spherical cutoff in real space of rcut = 14 Å
was used in conjunction with the Ewald screening parameter
α = 3.2/rcut. The cutoff ncut in reciprocal space was set to 7, 10,
and 9 for the cube, RD, and TO geometries, respectively, to yield
a constant relative error in the k-space energy of ∼10�5. For all
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simulations, the integrated MC/MD/Brownian dynamics simu-
lation package Molsim45 was used. For further details about the
simulation parameters, the reader is referred to our previous
study.28

Themultipole momentsQlm, 1e le 4, of a sphere with radius
R were evaluated after every 100th time step. The contribution
Qlm,i from a molecular dipole Q1m,i located at r = (r, Ω) to the
total multipole moment Qlm = ∑iQlm,i was calculated according
to28

Qlm, i ¼ ∑
1

m0 ¼ � 1
ð � 1Þl þ m½lð2l� 1Þð2l þ 1Þ�1=2

� l� 1 l 1
m þ m0 �m �m0

 !

�Q1,�m0 rl � 1Cl�1,mþm0 ðΩÞ

ð28Þ

where all terms containing Clm with |m| > l should be excluded.
For each sampled configuration, Qlm was calculated with each
particle used as the origin, giving in totalN sampled values ofQlm

per configuration. In addition, reference values of εdiel for various
R values were calculated using eq 12 from a simulation in a cubic
simulation cell andN = 105 particles, i.e., 100 times as large as the
primary systems. This large (compared to R) system size was
used in order to ensure that the values of εdiel thus obtained are
unaffected by the boundary. This system is further described in
conjunction with our previous study.28

4. RESULTS AND DISCUSSION

In Figure 3, numerically calculated values of the reduced
interaction tensor R2l+1Slm

(X) for l = 2 and 3 are given for the
SC, BCT, and BCC lattices. We note that R2l+1Slm

(X) is highly
dependent on m, taking on both positive, corresponding to
repulsive net interaction energies, and negative, corresponding
to attractive net interactions, values. We also note that there is no
obvious correlation between either the sign or the magnitude of
R2l+1Slm

(X) obtained from the three different lattices. For l = 2, the
SC lattice yields significantly (≈ 100%) higher absolute values of
R2l+1Slm

(X) than the other two lattices; however, for l = 3, the
situation is the opposite. This means that the magnitude (and
sign) of the coupling of a certain multipole depends strongly on
its symmetry in relation to the symmetry of the particular lattice
where it resides. We furthermore note (results not shown)
that Slm

(X) = 0 for all m and all lattices, meaning that the total
dipole�dipole interaction is zero. This is a well-known fact for all

cubic lattices, as long as the lattice sum is carried out in spherical
shells.24�27

In Figure 4, the probability distribution PPBC(Qlm
X ) for two

different octupole components, obtained from a simulation of
the μ = 0.45 system in RD geometry, is shown. Clearly, there is a
significant difference between the widths of the two probability
distributions, although both distributions follow the predicted
Gaussian form very well. The width of PPBC(Qlm

X ) should be
compared to the corresponding values of Slm

(X) given in Figure 3.
Obviously, the narrower one of the two probability distributions
corresponds to a repulsive value of Slm

(X) (R2l+1S32
(R) = 0.88),

whereas the wider distribution corresponds to an attractive net
interaction (R2l+1S32

(I) =�0.66). Thus, there is at least qualitative
reason in our assumption that the width of PPBC(Qlm

X ), and thus
the magnitude of εPBC, can be described by the lattice interaction
tensor Slm

(X).
In order to quantitatively assess the dependence of PPBC(Qlm

X )
on Slm

(X), we evaluated the former quantity in terms of the
apparent (m-dependent) dielectric permittivity εPBC,lm

(X) , defined
through eq 22. In Figure 5, plots of εPBC,lm

(X) versus R2l+1Slm
(X)

obtained for both dipole strengths and all three simulation cell
geometries are presented. Clearly, the proposed linear relation-
ship between εPBC,lm

(X) and R2l+1Slm
(X) is very well reproduced by the

simulation data in all cases. Furthermore, the results obtained
from the μ = 0.45 systems exhibit slopes that are essentially
independent of geometry and l. The slopes of the μ = 0.65 data
show a larger variation, although no systematic dependence on

Figure 3. Values of the reduced interaction tensor R2l+1Slm
(X) for (a) l = 2 and (b) l = 3 relevant for the three different simulation cell geometries. The

values were obtained from eq 16 using a spherical cutoff of nmax = 50.

Figure 4. Probability distribution PPBC(Qlm
X ) of two octupole compo-

nents obtained from a simulation with μ = 0.45 in RD geometry. The
values of the corresponding reduced interaction tensors are R2l+1S32

(R) =
0.88 and R2l+1S32

(I) = �0.66.
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geometry and l is apparent. We also note the perhaps somewhat
nonintuitive fact that themagnitude of the self-interaction (quantified
through R2l+1Slm

(X)) does not decay with increasing l, at least not for
l e 4. Furthermore, the self-interaction magnitudes do not show
any clear trend between the different cell geometries. As an example,
we note that the cubic geometry exhibits the largest quadrupole
(l= 2) self-interactions, whereas the octupole (l = 3) self-interaction
has its largest magnitude in the RD and TO geometries.

Because of the good linearity of the data, eq 23 can be used to
obtain values of εdiel and kself from the intercept and slope,
respectively, of the data in Figure 5. In Table 1, fitted values of
εdiel and kself are given for both dipole strengths and all three cell
geometries, together with values of εdiel independently calculated
from a simulation withN= 105 using eq 12 and the same values of
the sampling radius R. From this data, we note that
1. The fitted values of εdiel are close (within 5%) to the ones

calculated from eq 12 for all fittings except those with

μ = 0.65 and l = 2, where the fittings generally yield too low
values of εdiel.

2. The fitted values of kself are slightly larger and exhibit larger
variations for μ = 0.65 than for μ = 0.45. Observation 1
shows that our assumption that the interaction between
noncorrelated multipoles (i.e. excluding the self-inter-
action) can be described using formulas for an isotropic
dielectric medium (eq 15) is reasonable, perhaps with the
exception for the l = 2 and μ = 0.65 case. Observation 2
indicates that there may be a slight variation of kself with εdiel
(or μ), although the source of this variation is not clear. The
larger variation in kself for μ = 0.65 we attribute to the larger
statistical noise present in the more strongly coupled system.

We furthermore note that εdiel decreases with increasing l, in
line with what we have observed before.28,46 The apparent
geometry dependence of εdiel is not due directly to the geometry
but rather to the slightly different radii of the inscribed spheres in
the three simulation cells; this behavior is also consistent with our
previous observation28,46 that εdiel increases with increasing
sampling sphere radius R for a given l.

In Figure 6, the data corresponding to Figure 5a, but obtained
using sampling radii half as large, are presented. In this case, it is
obvious that the magnitude of the self-interaction quickly
becomes less significant for increasing l, due to its R�(2l+1)

dependence. The linear fits are however still satisfactory, even

Figure 5. Apparent dielectric permittivity εPBC,lm
(X) obtained from simulations of dipoles with (a) μ = 0.45 and (b) μ = 0.65 versus R2l+1Slm

(X) for the
corresponding lattice types. The results for l = 3 (l = 4) have been shifted vertically by 5 (10) units for μ = 0.45 and 20 (40) units for μ = 0.65 to enhance
readability.

Table 1. Fitted Values (Figure 5 and eq 23) of kself and εdiel for
Dipoles with μ = 0.45 and 0.65 and Values of εdiel Obtained
(eq 12) from a Simulation in Cubic Geometry with N = 105

Particles

μ geometry R [Å] l kself εdiel
(fit) εdiel

(ref)

0.45 cube 14.80 2 0.67 13.1 13.4

3 0.75 12.6 12.5

4 0.83 11.5 11.7

RD 16.60 2 0.66 13.2 13.7

3 0.74 13.1 12.9

4 0.83 11.8 12.1

TO 16.16 2 0.67 13.2 13.6

3 0.76 12.9 12.8

4 0.89 11.8 12.0

0.65 cube 14.80 2 0.96 59 67

3 0.85 52 51

4 1.16 39 39

RD 16.60 2 0.87 59 73

3 0.92 59 56

4 1.15 43 44

TO 16.16 2 0.73 59 72

3 1.01 56 55

4 1.40 42 43

Figure 6. Data corresponding to Figure 5a but using sampling radii R
half as large. Note the different scale on both axes and that the data have
not been shifted in the y direction.
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though the very small variation in εPBC,lm
(X) over the range of

R2l+1Slm
(X) values leads to larger statistical errors in the fittings,

especially for l = 3 and 4. The apparent shift in the y direction
between curves obtained using different geometries is merely due
to the values used for the sampling radius R being geometry
dependent, leading to different values of the intrinsic dielectric
permittivity εdiel. In fact, the same shift is present in Figure 5,
although it is not visible due to the much wider range of the
ordinate axis. According to our theoretical assumptions, the value
of kself should be independent of R, meaning that the slope of the
lines in Figures 5a and 6 should be identical. In Table 2, the values
of εdiel and kself obtained from the smaller sampling radii are
presented. Although the variation in kself is larger than in Table 1
due to the larger statistical noise, our assumption for kself is not
obviously contradicted. Using the smaller sampling radii for the
μ = 0.65 system (data not shown), however, seems to yield
somewhat larger values of kself than in Table 1, although the
statistical significance of these values can be questioned.

Figure 7 gives the free energy ΔAvacfPBC for l = 3, μ = 0.65,
and RD geometry calculated using eq 24. Clearly, the anisotropy
in εPBC discussed in the previous paragraphs also corresponds to
a large anisotropy in the solvation free energy of the subvolume.
Quantitatively, βΔAvacfPBC varies between �1.6 and �0.5,
compared to the dielectric value βΔAvacfdiel ≈ �1.30 (eq 14,
red solid line in Figure 7). However, the average of βΔAvacfPBC

over all seven octupole components is βΔAvacfPBC
(avg) ≈ �1.26

(black dashed line in Figure 7), i.e., very close to the dielectric

value. Thus, the total solvation free energy (at least on the
octupolar level) of the simulation box is very close to that of an
isotropic system, even though it is distributed in a highly
anisotropic way. A possible key to understanding this behavior
is to be found in eq 18, namely, that the (unweighted) interaction
tensors for any given l g 1 cancel out when summed over all
multipole components. Thus, the suppression of some fluctua-
tion modes is exactly compensated by the enhancement of
others, leading to a reasonable “mean value” of the energy. This
behavior is reproduced for all multipole components and geo-
metries (results not shown), in the sense that βΔAvacfPBC

(avg) and
βΔAvacfdiel are always within 10% of each other.

5. CONCLUSIONS

In the present study, we have presented a quantitative analysis
of the periodicity effects induced in a dipolar system by the use of
PBCs. Using classical electrostatics and statistical thermody-
namics, we developed a heuristic model relating the apparent,
anisotropic dielectric permittivity εPBC,lm

(X) to the reduced lattice
interaction tensors Slm

(X). The theory exhibits excellent agreement
with results from MD simulations of Stockmayer fluids with two
different dipole strengths and three different simulation cell
geometries. Although the anisotropy in the electrostatic fluctua-
tions is independent of l on the length scale of the simulation box,
it is shown that the “range” of the boundary effects (i.e., the
minimum value of R needed to induce significant boundary
effects) decreases strongly with increasing l. Furthermore, it was
shown that the large (∼200%) anisotropy in the solvation free
energy on the length scale of the simulation box disappears when
averaged over all fluctuation modes, leading to the total solvation
free energy being practically identical to the value predicted for
an isotropic system.

Even though the simulation part of our study is based on a
Stockmayer model system, we argue that our use of a dielectric
continuum model as the theoretical basis means that the effects
are fully transferable to any polar system which may be described
as a dielectric medium, in particular the many popular water
models used in molecular simulations. We also expect that any
structural property, i.e., not only the dielectric permittivity,
evaluated on the length-scale of the full simulation box is equally
affected by the boundary effects.

One of the most important observations from this study is that
the total solvation free energy is, in spite of the large anisotropy of
the individual contributions, very close to the correct, isotropic
value. This observation is indeed closely analogous to the
corresponding averaging in the anisotropy of the radial distribu-
tion function for a Lennard-Jones fluid under PBCs observed by
Pratt and Haan.13 We argue that this property explains the
success of Ewald summation and related techniques, at least
when it comes to evaluating energies and relatively short-range
structural properties. Nevertheless, as we have also shown
previously,28 one should use caution when evaluating structural
properties on length scales larger than half the length of the
simulation box.

Another relevant question is whether there is any rationale
behind using a noncubic (RD or TO) simulation cell in order to
reduce periodicity effects, as has been suggested previously.29

First of all, it is clear that the periodicity effects when taking
the full simulation cell into account are as strong for all three cell
geometries (Figure 5), albeit not identical for a given l. We
note, however, that the influence from the periodicity on the

Figure 7. Solvation free energy ΔAvacfPBC for l = 3 (black solid line)
obtained from a μ = 0.65 system in RD geometry using eq 24 and values
of kself and εdiel

(fit) from Table 1. The red solid line gives ΔAvacfdiel

obtained from eq 14 using εdiel
(sim) from Table 1, and the black dashed line

gives the mean value of ΔAvacfPBC, averaged over all seven octupole
components (black symbols, two doubly degenerate values).

Table 2. Data As in Table 1 but Obtained Using Sampling
Radii Half As Large and Only for μ = 0.45

geometry R [Å] l kself εdiel
(fit) εdiel

(ref)

cube 7.40 2 0.94 10.8 10.8

3 1.84 9.4 9.4

4 1.34 8.4 8.4

RD 8.80 2 0.77 11.5 11.5

3 0.79 10.3 10.3

4 1.33 9.4 9.4

TO 8.08 2 0.86 11.2 11.2

3 0.59 10.0 10.0

4 0.06 9.1 9.1
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quadrupolar (l = 2) fluctuations is significantly lower in the RD
and TO geometries than for the cube. Since the magnitude of the
boundary effect for a given l decays as R�(2l+1), this means that
the “leading-order” contribution to the boundary effects is about
50% smaller (Figure 6) in the RD and TO geometries compared
to when using a cubic simulation cell. On the other hand, which
simulation cell to be used also depends on the specific system
under study. For example, if one wants to simulate a macro-
molecule (e.g., a protein) with a particularly large molecular
octupole moment, a cubic box may be the most appropriate one,
due to its lower lattice coupling for the system octupole moment.
Furthermore, it may also be advantageous, when using rotational
constraints, to orient the axis of the largest electrostatic moment
along the axis with the lowest value of Slm

(X); for example,
orienting the octupole moment in the S33

(R) or S33
(I) direction

gives a lattice interaction of less than 3% of the value obtained
when the octupole is oriented along the S32

(I) axis.
The present study provides a quantitative understanding of

the isotropic and anisotropic parts of the solvation in a polar
system under PBCs and puts them in relation to the behavior of
an isotropic system. This understanding is essential for the
possibility to remedy the periodicity effects, for example by
imposing suitable bias functions in an MC simulation in order
to remove the anisotropic self-interaction.

’APPENDIX A. DERIVATION OF EQ 18

Inserting the definition from eq 16 into the left-hand-side of
eq 18 and performing the straightforward summation over X
yields

∑
m, X

SðXÞlm ¼ ∑
l

m¼ 0
ð2� δm0Þð � 1Þl þ mf ðl, l,m, �mÞ

� ∑
n 6¼0

CR
2l, 0ðΩÞ

janj2l þ 1 ¼ ∑
l

m¼ � l
ð � 1Þl þ mf ðl, l,m, �mÞ ∑

n 6¼0

CR
2l, 0ðΩÞ

janj2l þ 1

ð29Þ
where we have used the fact that f(l, l,m,�m) = f(l, l,�m,m).

Inserting eq 17 and the expression for the 3j symbol44 gives after
some simplifications

∑
m, X

SðXÞlm ¼ ∑
n 6¼0

CR
2l, 0ðΩÞ

janj2l þ 1

 !
� ∑

l

m¼ � l
ð � 1Þl þ m

� ð2lÞ!
ðl þ mÞ!ðl�mÞ! ¼ ∑

n 6¼0

CR
2l, 0ðΩÞ

janj2l þ 1

 !

� ∑
l

m¼ � l
ð � 1Þl þ m 2l

l þ m

 !
ð30Þ

where we have used the combinatorial definition of the
binomial coefficients and the fact that the lattice sum is m-inde-
pendent. We now make the change of summation index
l + mfm0, leading to

∑
m, X

SðXÞlm ¼ ∑
n 6¼0

CR
2l, 0ðΩÞ

janj2l þ 1

 !
� ∑

2l

m0 ¼ 0
ð � 1Þm0 2l

m0

 !
¼ 0

ð31Þ
where we have used another standard relation for the binomial

coefficients.44 We finally note that eq 18 is valid regardless of the
lattice type.
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ABSTRACT: In recent years, atomistic molecular simulations have become amethod of choice for studying the interaction of small
molecules, peptides, and proteins with biological membranes. Here, we critically examine the statistical convergence of equilibrium
properties in molecular simulations of two amino acid side-chain analogs, leucine and arginine, in the presence of a hydrated
phospholipid bilayer. To this end, the convergence of the standard binding free energy for the reversible insertion of the solutes in
the bilayer is systematically assessed by evaluating dozens of separate sets of umbrella sampling calculations for a total simulation
time exceeding 400 μs. We identify rare and abrupt transitions in bilayer structure as a function of solute insertion depth. These
transitions correspond to the slow reorganization of ionic interactions involving zwitterionic phospholipid headgroups when the
solutes penetrate the lipid�water interface and when arginine is forced through the bilayer center. These rare events are shown to
constitute hidden sampling barriers that limit the rate of convergence of equilibrium properties and result in systematic sampling
errors. Our analysis demonstrates that the difficulty of attaining convergence for lipid bilayer-embedded solutes has, in general, been
drastically underestimated. This information will assist future studies in improving accuracy by selecting a more appropriate reaction
coordinate or by focusing computational resources on those regions of the reaction coordinate that exhibit slow convergence of
equilibrium properties.

’ INTRODUCTION

Biological membranes enable life by maintaining different
environments within and between cells, protecting cellular machin-
ery from harsh and dilute external environments,1 and compart-
mentalizing eukaryotic cells.2 The defining component of a
biological membrane is the lipid bilayer, a bilamellar sheet of
oriented amphipathic lipids that collectively sandwich a hydro-
phobic interior between two hydrophilic surfaces, thus creating a
barrier to the passage of materials.3 While biological membranes
are significantly more complex than neat lipid bilayers,4,5 under-
standing the properties of neat lipid bilayers and their interac-
tions with simple molecular solutes is a key step to understanding
the properties of biological membranes.

The structure and bulk properties of lipid bilayers have been
investigated with theoretical methods including molecular dy-
namics (MD) simulations.6,7 In recent years, atomistic MD sim-
ulations have been used to compute bilayer properties8,9 and
equilibrium distributions of solutes across lipid bilayers.10�17

While simulations are useful tools for determining the equilibri-
um properties of complex systems, all simulation studies are
susceptible to sampling errors,18 particularly when simulation
time scales are less than or similar to the autocorrelation times of
the degrees of freedom (DOFs) on which observed values
depend.19 In this case, statistical measures such as the mean, μ,
and standard deviation, σ, of values observed in simulations
change significantly with increased sampling. This time depen-
dence is a hallmark of insufficient sampling. Two types of
sampling errors may arise from insufficient sampling: statistical
and systematic errors. Statistical sampling errors primarily affect a
value’s precision, causing oscillations about an average value as

the simulation time is increased. Conversely, systematic sampling
errors directly affect a value’s accuracy. When systematic sampling
errors arise from insufficient sampling, statistical values drift uni-
directionally toward the correct values as the equilibration time is
increased and the systematic sampling errors become smaller.

In some cases, a separation of time scales exists whereby one
DOF relaxes much more slowly than all of the other DOFs. One
may then conduct a series of simulations restrained to different
positions along this slowly relaxing DOF or reaction coordinate,
thus reducing the amount of simulation time required for
statistical properties to converge. One technique that makes
use of this procedure is known as umbrella sampling (US).20,21

However, the convergence and accuracy of average properties
computed from US simulations can also suffer from systematic
sampling errors introduced by slow relaxation in DOFs ortho-
gonal to the selected reaction coordinate.22 The barriers that
underlie long autocorrelation times in orthogonal DOFs are
referred to as hidden barriers because, although they retard
convergence, they are not apparent along the reaction coordi-
nate. Conversely, an explicit barrier lies along the reaction
coordinate. A schematic representation of a hidden barrier is
presented in Figure 1. In principle, the systemoutlined in Figure 1
could be sampled much more efficiently if the DOF with the
largest autocorrelation time was chosen as the reaction coordi-
nate for US. Unfortunately, optimal reaction coordinates are
rarely known a priori, and reaction coordinates are thus often
selected simply because they are physically intuitive. To compute

Received: May 6, 2011
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the equilibrium distribution of molecular solutes in lipid bilayers,
one intuitive reaction coordinate is the distance between the
solute and the bilayer center along the bilayer normal.

In this study, we examine the statistical convergence of the
standard binding free energy for the immersion of two amino
acid side-chain analogs in a lipid bilayer. First, we examine the
partitioning of a chemically simple hydrophobic solute, methyl-
propane, the side chain analog of leucine. Second, we consider
an amphipathic cationic solute, n-propylguanidinium, the side
chain analog of arginine. These solutes are small and have few
internal DOFs. This simplicity allows us to identify hidden
barriers to solute insertion systematically. Moreover, these
solutes are biologically relevant moieties whose solvation in a
lipid bilayer may be relevant in the context of larger solutes,
such as proteins.

For each solute, we use US to calculate the free energy pro-
file or potential of mean force (PMF) governing the solute’s
axial probability distribution from bulk water to the center of a
1,2-dioleoyl-sn-glycero-3-phosphatidylcholine (DOPC) bilayer.
These simulations extend two earlier studies of the distribution
of hexane13 and the side chain analogs methylpropane and n-
propylguanidinium.23 We increase the respective sampling of
methylpropane and n-propylguanidinium by factors of 80 and
40 and compute the PMF many times using different initial
conditions. The increased simulation time and the systematic
evaluation of the dependence of the binding free energy on
initial conditions, both made possible by increases in available
computer power, make it possible to quantify systematic
sampling errors. Importantly, our in-depth analysis of statistical
sampling convergence in simulations of lipid bilayers identifies
the immersion depths at which these side chain analogs are
particularly susceptible to systematic sampling errors. We
elucidate the molecular underpinnings of these sampling errors
and present a comprehensive view of the structural and
thermodynamic bases of lipid solvation of these two biologically
relevant solutes.

’THEORY AND METHODS

Simulation Protocol. The simulation systems consisted of
methylpropane or n-propylguanidinium in hydrated DOPC
bilayers. MD simulations were conducted with version 4.0.7 of
the GROMACS simulation package.24 The water model was
TIP3P.25 Methylpropane and n-propylguanidinium were mod-
eled by the OPLS-AA/L parameters26,27 for the side chains of
leucine and arginine, respectively, where the α-carbon was
replaced by a hydrogen atom and the charge on the β-carbon
was adjusted to yield an integral molecular charge.23 DOPC was
modeled by the Berger parameters.28 For combination with
OPLS-AA/L solutes, the Coulombic 1�4 intramolecular inter-
actions of DOPC were reduced to half magnitude in spite of the
fact that self-consistent combination of the Berger and OPLS-
AA/L parameter sets is now possible using the half-ε double-
pairlist method.29 Lennard-Jones interactions were evaluated
using a group-based cutoff and truncated at 1 nm without a
smoothing function. Coulomb interactions were calculated using
the smooth particle-mesh Ewald method30,31 with a real-space
cutoff of 1 nm and a Fourier grid spacing of 0.12 nm. Simulation
in the NpT ensemble was achieved by semi-isotropic coupling to
Berendsen barostats32 at 1 bar with coupling constants of 1 ps
and coupling the water, lipids, and solute to three separate
Berendsen thermostats32 at 298 K with coupling constants of
0.1 ps as in the previous study.23 Bonds involving hydrogen
atoms were constrained with SETTLE33 and P-LINCS34 for
water and other molecules, respectively. The integration time
step was 2 fs. The nonbonded pairlist was updated every 20 fs.
Coordinates were saved every 10 ps.
System Setup and Umbrella Sampling. A configuration

containing a DOPC lipid bilayer with 32 lipids per leaflet was
obtained from the methylpropane-in-DOPC simulations of
MacCallum et al.23 To increase the spatial separation of the lipid
bilayers across the periodic boundary, the simulation box was
elongated along the bilayer normal in the Cartesian z dimension.
Excess water was added to this newly-created cavity, resulting in a
total of 4555 water molecules in the entire system. This DOPC
bilayer was simulated for 108 ns in the absence of any solute,
during which the area per lipid (APL; see Table 1 for acronyms
and symbols used throughout this article) did not drift system-
atically (data not shown). Over these 108 ns, the APL was 0.644
(σ = 0.01) nm2 and the spatial extent of the box along z was 10.8
(σ = 0.2) nm. (Throughout this article, standard deviations of the
sample, σ = [1/(N � 1)∑i=1

N (vi � μ)2]1/2, for N values of the
sample, v, with mean μ are shown in parentheses while the (
symbol is reserved for standard deviations of the mean, σM =
[1/(M � 1)∑j=1

M (μj � μ̅)2]1/2, for M estimates of the mean, μ,
with overall mean μ̅ . We have chosen to display the standard
deviation of the mean instead of the standard error of the mean
because the former reflects the range of values that can be
expected for the mean from a single set of US simulations, which
is currently the most common application of US.) Coordinates
were extracted after 8, 48, and 108 ns for use in US simulations.
A solute was embedded in each of these bilayer conformations
using the inflategro routine.35 This solute insertion process was
repeated 65 times while varying the axial position of the center of
mass (COM) of the solute relative to that of the lipid bilayer from
z =�3.2 nm to +3.2 nm in 0.1 nm increments, where z represents
the solute immersion depth in the bilayer. This entire protocol
was then repeated, for each of the three bilayer conformations
and each of 65 axial coordinates, after translating the bilayer by

Figure 1. Schematic illustration of a free energy sampling barrier in a
degree of freedom (DOF) orthogonal to the reaction coordinate. (A)
Isoenergy contour representation of an example two-dimensional free
energy surface. Two local minima designatedα and β are connected by a
dotted line that, as it progresses along the designated reaction coordinate
(x axis), follows the path of lowest free energy in an orthogonal DOF
(y axis). Two states that do not lie along this path are designated γ and δ.
(B) Free energy profile along the reaction coordinate. (C) Free energy
profile along the orthogonal DOF.
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half a box length in the bilayer plane. This translation doubled
the number of uncorrelated bilayer surfaces used to determine
the PMF of solute insertion. In the methylpropane simulations, the
solute was embedded in two different initial orientations, with the
solute CγHγ vector aligned to the z axis or perpendicular to it. Note
that solute atomic nomenclature is based on the cognate amino acid
side chain. In the n-propylguanidinium simulations, the all-trans
solute was embedded in three different initial orientations, with the
CδCζ vector of the guanidino group pointing either up or down
along the bilayer normal or along the bilayer plane. Considering
that each bilayer has two leaflets, the methylpropane and n-
propylguanidinium simulations yield, respectively, a total of 24
and 36 distinct sets ofUS simulations for separate evaluations of the
PMF from bulk water to the center of the bilayer.
The primary objective of these simulations is to evaluate the

rate at which free energies attain convergence in US simulations
of solute insertion along the lipid bilayer normal. Thus, we have
not evaluated the effect of salt concentration on the mechanism
of solute insertion. In addition, we have deliberately avoided
a potential source of quasi-nonergodic sampling, namely, the
slow equilibration of the distribution of a single counterion
such as Cl�. To this end, we did not add a counterion to the
n-propylguanidinium systems, which retain a +1 net charge.
Because the n-propylguanidinium PMF is determined not only
by strong Coulombic interactions between charged lipid head-
groups and the solute but also, indirectly, by the network of ionic
interactions between the headgroups themselves, it is unlikely
that the addition of a single counterion would have a significant
effect on the outcome of this study (see the Results). Although
there has been much debate about the protonation state of argi-
nine within a lipid bilayer36,37 and it is possible to compute pKa

profiles for charged residues from molecular simulations,38�40

we assume that n-propylguanidinium remains protonated, and
we focus on the statistical sampling convergence of the bilayer
interacting with n-propylguanidinium in its cationic state.
US simulations were conducted for 205 ns for each initial

conformation and under the influence of each restraining poten-
tial (umbrella). During these simulations, the solute insertion

depth, z, was harmonically restrained to a specified value, zi
0,

in each umbrella i, with a force constant of 3000 kJ/mol/nm2,
and was stored every 1 ps. While we did not systematically
evaluate the effect of varying the spacing or the force constant of
our umbrella potentials on the PMF, we did ensure that there was
sufficient overlap between adjacent histograms along z to permit
the computation of PMFs (data not shown).
Finally, the methylpropane and n-propylguanidinium US

simulations of MacCallum et al.23 were extended to 205 ns per
umbrella using pre-existing restart files and GROMACS 4.0.7.
Methodological Comparison to Previous Simulations.

The simulations reported in this study were conducted under
similar conditions to those of MacCallum et al.,23 with seven dif-
ferences: (i) We used GROMACS version 4.0.724 in place of
version 3.3.1.41 We also used (ii) a greater number of water
molecules, (iii) different starting conformations, and (iv) a dif-
ferent method to embed solute molecules at specified bilayer
depths. (v) Our systems contained a single solute molecule
rather than the two molecules separated by 3.7 nm along the
bilayer normal as employed earlier.23 (vi) Our n-propylguanidi-
nium simulations did not contain a counterion. Finally, (vii) our
simulations were considerably longer. We simulated methylpro-
pane for a total of 160 μs and n-propylguanidinium for a total of
240 μs compared to earlier totals of 2 and 6 μs, respectively.23

The water model was TIP3P in both studies in spite of the fact
that MacCallum et al. indicated using the SPC water model42 in
their publication.23

Free Energies and Standard States.The values of z sampled
by each solute in the US simulations were converted to PMFs
using Alan Grossfield’s implementation43 of the weighted histo-
gram analysis method (WHAM).44 To this end, recorded values
of the solute insertion depth in the range �3.25 e ze 3.25 nm
were distributed among 2600 histogram bins, and the WHAM
calculation was performed with a tolerance of 1� 10�5. This was
done separately for each set of US simulations. Each resulting
PMF describes the free energy as a function of solute immersion
depth, ΔGz, from bulk water (z = �3.25 nm) across the bilayer
center (z = 0 nm) to bulk water (z = 3.25 nm). Exploiting the

Table 1. Selected Acronyms and Symbols Used Throughout This Article

symbol definition

APL area per lipid

COM center of mass

SDF spatial distribution function

σM standard deviation of the mean

teq simulation time discarded as equilibration

z the Cartesian z axis

z distance along z from the bilayer COM to the solute COM (solute immersion depth)

zi
0 center of the harmonic restraining potential along z for umbrella i

ΔGz free energy as a function of z

ΔGbind
� standard binding free energy

FH2O water density profile across a neat bilayer

FP lipid phosphorus density profile across a neat bilayer

Nwat number of water oxygen atoms in the solute’s first solvation shell

NP number of lipid phosphorus atoms in the solute’s first solvation shell

rP distance between lipid phosphorus atom and the solute COM in the xy plane

zP
upper lipid phosphorus atom height deviation in upper leaflet (not necessarily the proximal leaflet) from their mean position in a neat bilayer

ΔSacyl
upper deviation in acyl chain order parameters in the upper leaflet (not necessarily the proximal leaflet) from their mean values in a neat bilayer

θ angle (used to report the solute orientation)
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symmetry of the system with respect to the z = 0 nm plane, we
present the PMF for the absolute value of z. Each PMF was then
shifted such that the average value of ΔGz in the range 3 < z e
3.25 nm equaled zero. Finally, the standard binding free energy,
ΔGbind

� , was determined by trapezoid integration of this PMF
according to

e�βΔGbind� ¼

Z zmax, bound

zmin, bound
e�βΔGz dz

Z zmax, unbound

zmin, unbound
e�βΔGz dz

ð1Þ

where β = (kBT)
�1, kB is the Boltzmann constant, and T is the

absolute temperature. Additionally, zmin,bound and zmax,
bound define the bound state and, likewise, zmin,unbound and
zmax,unbound define the unbound state. We assign a constant
value of 0 kcal/mol to the PMF in the unbound state. Equation 1
is integrated over the range Δz:

Δz ¼ zmax, bound� zmin, bound
¼ zmax, unbound� zmin, unbound ð2Þ

which ensures that the available volume is equal in the bound and
unbound states,45 thus calculating ΔGbind

� on the basis of a
volume-fraction partition coefficient.46 Integrating over a single
leaflet of the bilayer, we set zmin,bound = 0 nm and zmax,bound =
3 nm, which is beyond the point at which the solute becomes fully
hydrated and the mean force acting on it vanishes (see the
Results). Equation 2 ensures that eq 1 provides a standard-state
evaluation of the binding free energy, since the relative bound
and unbound probabilities depend on the volume of space
available to the solute in these respective states. Thus, doubling
the thickness of the water layer in the integral appearing in the
denominator of eq 1 would double the population of the
unbound state. Note that since we are integrating over z, this
volume dependence reduces to a length dependence.
As shown above, the PMF allows definition of the bound state

in a rational manner, by placing the boundary at the point where
the mean force becomes zero. Nevertheless, sampling errors can
lead to different definitions of the bound state in repeat simula-
tions. While an increase inΔz has the same additive effect on the
probabilities of the bound and unbound states, the already large
probability of the bound state (see the Results) dictates that
enlargement of the bound and unbound state definitions affects
the unbound state integral (denominator in eq 1) much more
dramatically than the bound state integral (numerator in eq 1).
Considering the range of possible definitions of zmax,bound
based on the point where the mean force becomes zero (3.0 nm
in this work and 3.7 nm in MacCallum et al.23), ΔGbind

� has an
additional uncertainty component of β�1 ln(3.7/3.0) = 0.12
kcal/mol. Confining the bound state to a hydrophobic length of
2.0 nm per leaflet, as some authors have done,47 increases this
uncertainty to β�1 ln(3.7/2.0) = 0.36 kcal/mol, and even larger
uncertainties are possible with larger solutes for which the mean
force becomes zero at very large values of zmax,bound.
Unrestrained Simulations.To assess the binding mechanism

directly, we conducted 10 unrestrained simulations of methyl-
propane in the presence of a DOPC bilayer. To this end, initial
coordinates of the hydrated bilayer were extracted from the
108-ns simulation of a neat DOPC bilayer, and 10 methylpro-
pane molecules were placed in bulk water. After energy mini-
mization, 10 205-ns MD trajectories with different initial

velocities were generated in the absence of restraints. Note that
these simulations were not used to evaluate the binding free
energy.
Additional US Simulations at the Lipid�Water Interface.

To probe for the presence of a hidden sampling barrier at the
lipid�water interface, we conducted 20 additional 180-ns US
simulations of methylpropane with an umbrella at zi

0 = 2.0 nm.
Ten distinct starting conformations were drawn from unrest-
rained simulations in which a methylpropane molecule located
near z = 2.0 nm subsequently progressed deeply into the
hydrophobic interior. An additional 10 starting conformations
in which methylpropane molecules located near z = 2.0 nm did
not subsequently bind the bilayer but instead diffused back into
bulk water were also selected.
Data Analysis. The number of water molecules in the first

solvation shell of the solutes,NH2O, was calculated on the basis of
a heavy-atom cutoff distance of 0.435 nm. This distance corre-
sponds to the first minimum in the radial distribution function
(RDF) of water oxygen atoms around methylpropane heavy
atoms in aqueous solution (data not shown). The cutoff for
determining the number of phosphorus atoms interacting closely
with the solutes, NP, was 0.585 nm. Because the corresponding
RDF is complex (data not shown), we chose to simply increase
the aqueous cutoff by 0.15 nm, approximately the length of the
P�Obond in the lipid phosphate group. Axial density profiles for
water oxygen atoms, FH2O, and for lipid headgroup phosphorus
atoms, FP, were calculated from the 108-ns simulation of a neat
DOPC bilayer with the GROMACS g_density tool (correcting
for fluctuations in the length of the box along z by modifying the
g_density algorithm to bin the data outward from the bilayer
center) after centering the bilayer along z using the GROMACS
trjconv tool (note that the centering algorithm was modified to
center the COM rather than the mean of the maximum and
minimum values). For ease of comparison, density profiles were
scaled such that their maximum value is numerically similar to the
maximum NH2O for that solute. The distances in the xy plane
between the solute COM and each headgroup phosphorus atom,
rP, were measured with the GROMACS g_dist tool. The
distances along z between the bilayer COM and the headgroup
phosphorus atom of lipids in the upper leaflet were measured
with the GROMACS g_dist tool, and deviations of the measured
values from the mean distance in a neat DOPC bilayer (2.01 nm)
are represented by zP

upper, which, for some figures, was computed
only for lipids with rPe 1 nm. Order parameters were computed
for all saturated nonterminal acyl-chain carbon atoms by recon-
structing hydrogen atom positions assuming tetrahedral geome-
try using the GROMACS g_order tool, as outlined previously,7

for those lipids with rP e 1 nm. These order parameters were
averaged for each chain position in each simulation, and the
deviations of these mean values from reference values obtained
from simulations of a neat bilayer were computed for each chain
position and then grouped together as ΔSacyl

upper.
As we did for PMFs, most data are shown as a function of the

absolute value of z in order to enhance statistics. The only
exception is the solute orientation, which was evaluated as the
angle, θ, between the positive bilayer normal and the CγHγ

vector of methylpropane or the CδCζ vector of n-propylguani-
dinium, andwas processed as a function of the signed value of z to
provide a measure of convergence.
Spatial distribution functions (SDFs) were created with the

GROMACS g_spatial tool with a bin width of 0.05 nm after
centering the bilayer COM at z = 0 nm and the solute COM
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at x = y = 0 nm and then, to enhance resolution, repetitively
concatenating the simulation trajectory data rotated about z from
10� through 360� in 10� increments. Molecular visualizations were
prepared with VMD.48 In figure captions, the term “full-produc-
tion sampling” denotes the following sample per umbrella: for
methylpropane, 5�205 ns in this work and 5�25 ns in MacCal-
lum et al.,23 and, for n-propylguanidinium, 125�205 ns in this
work and 5�85 ns in MacCallum et al.23 All error bars in figures
represent σM, the standard deviation of the mean.

’RESULTS

Solute Distribution Across a DOPC Bilayer. In this section,
we analyze the statistical convergence of the standard binding free
energy, ΔGbind

� , for the insertion of methylpropane and n-propyl-
guanidinium in a DOPC bilayer based on PMF profiles along the
bilayer normal. The PMF profiles were computed from US
simulations with 205 ns at each of 33 umbrellas from bulk water
to the bilayer center, repeated 24 and 36 times for methylpropane
and n-propylguanidinium, respectively. These results are com-
pared to those of previous US simulations with 25 and 85 ns per
umbrella for methylpropane and n-propylguanidinium, respec-
tively, each performed twice.23ΔGbind

� was computed by integrat-
ing the PMF in the standard state (see Theory and Methods). To

select the sampling time range on which the PMFs were based, we
used block averaging49 to identify the duration of visible initial
systematic sampling errors from our simulations and excluded that
data from the computation of our PMFs. The PMFs from previous
studies were taken from ref 23 without any modification.
Methylpropane. The value of ΔGbind

� for methylpropane
binding to a DOPC bilayer is shown as a function of equilibration
time, teq, in Figure 2A. The average ΔGbind

� computed on the
basis of 20 ns per umbrella remains constant at �4.12 ( 0.14
kcal/mol with increasing teq between 5 and 185 ns (Table 2 and
Figure 2A). Accordingly, the value of ΔGbind

� computed on the
basis of 5�205 ns per umbrella,�4.10( 0.27 kcal/mol, is within
this range (Table 2 and Figure 2A). In comparison, the average
value of ΔGbind

� determined from the two previous simulations
with less sampling and different starting conformations,23�2.97
( 0.57 kcal/mol, differs from the average value obtained in this
study by 1.1 kcal/mol (Table 2 and Figure 2A), and both
absolute values of ΔGbind

� from the two previous simulations
are smaller than the smallest of 24 independent evaluations
of ΔGbind

� obtained in this work (Table 2). Importantly, the
extension of the previously published simulations yields
ΔGbind

� = �3.96 ( 0.29 kcal/mol when computed on the basis
of 5�205 ns per umbrella, comparable with the average value of
ΔGbind

� obtained from24PMFsof similar length in thiswork (Table2).

Figure 2. Free energies of (left) methylpropane and (right) n-propylguanidinium interacting with a DOPC bilayer. Chemical structures of each solute
are displayed beside the titles. (A and D) ΔGbind

� and the standard deviation of the mean, σM, based on a 20 ns sample per umbrella after discarding an
increasing amount of simulation time, teq, as equilibration. The two values with dotted error bars represent ΔGbind

� from full-production sampling in
(black “+” labeled “N”) this work and (blue “x” labeled “M”) MacCallum et al.23 (refer to Theory and Methods for the definition of full-production
sampling). (B and E) The PMF and its σM for the solute from bulk water to the bilayer center from full-production sampling in (black “+”with solid error
bars) this work and (blue “x”with broken error bars) MacCallum et al.23 (C and F) The slope of the PMF fromMacCallum et al.23 is subtracted from the
slope of the PMF calculated in this work to yield ΔF in kcal/mol/nm. (/) In part F, ΔF values extend to �20 kcal/mol/nm at z = 0.1 nm.
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The largest difference between the PMFs for methylpropane
insertion into a DOPC bilayer derived in the present and the
previous study23 occurs for solute insertion depths 1.85 e z e
2.05 nm (Figure 2B,C), which correspond to the lipid�water
interface (see below). At these depths, the PMF computed in this
study smoothly decreases toward the global minimum located at
the bilayer center, whereas the previous PMF does not.
n-Propylguanidinium. The value of ΔGbind

� for n-propylguani-
dinium binding to a DOPC bilayer is shown as a function of teq in
Figure 2D. The value ofΔGbind

� drifts systematically as teq increases
between 5 and 125 ns per umbrella. It is only after discarding the
initial 125 ns of simulation that the value of ΔGbind

� computed on
the basis of 20 ns per umbrella converges to�6.77( 0.08 kcal/mol
(Table 2 and Figure 2D). This estimate is consistent with the value
of �6.71 ( 0.96 kcal/mol based on 125�205 ns per umbrella
(Table 2 and Figure 2D). The estimate ofΔGbind

� determined from
the previous simulations,23�3.68( 1.23 kcal/mol, differs from the
average value obtained in this study by 3 kcal/mol (Table 2 and
Figure 2D). The extension of the previous simulations yields an
estimate ofΔGbind

� =�4.69( 0.01 kcal/mol based on 125�205 ns
per umbrella. This value still differs by 2 kcal/mol from the average
value of ΔGbind

� obtained from the 36 PMFs based on new
simulations of similar length (Table 2).
The global minimum of the PMF is located at insertion depths

1.4 e z e 1.5 nm (Figure 2E). The largest differences with the
previous simulations occur near insertion depths z = 2.4, 2.0, and
0.1 nm (Figure 2E,F). At these depths, the slope of the new PMF
profile is steeper than previously computed.23

To ensure that our results were not influenced by pressure
artifacts resulting from simulating a periodic system with net
charge,50 we evaluated the APL from simulations in which either
methylpropane or n-propylguanidiniumwas restrained in bulkwater
at zi

0 =(3.2 nmbased on a time-range of 125�205 ns per umbrella.
The APL values were 0.642( 0.006 (σ = 0.014) nm2 and 0.641(
0.005 (σ = 0.014) nm2 for methylpropane and for n-propylguani-
dinium, respectively. It appears, therefore, that the APL in these
simulations was not affected by the presence of a net charge.
Bilayer Reorganization. In this section, we analyze the

structural properties underlying the slow convergence of

ΔGbind
� identified in Figure 2. Solute insertion induces two types

of structural perturbation of the lipid bilayer, which involve either
(i) depression or (ii) protrusion of the bilayer surface. Depression
occurs when the phosphate groups of lipids near the solute retract
toward the bilayer center (Figure 3B,C,G,H) as acyl chains become
more disordered (Figure 3D,I). Depression of the bilayer surface
leaves the solute hydrated to a greater extent than expected on the
basis of the water density profile across a neat bilayer, FH2O

(Figure 3A,F). Conversely, a protrusion of the bilayer surface
occurs when the phosphate groups of lipids near the solute extend
away from the bilayer center (Figure 3B,C,G,H) as acyl chains
become more ordered (Figure 3D,I) and, as a result, the solute is
hydrated to a lesser extent than expected on the basis of FH2O

(Figure 3A,F). These patterns of bilayer reorganization are appar-
ent in the time-averaged spatial distribution functions (SDFs)
depicted in Figure 4 and the simulation snapshots displayed in
Figure 5.
To describe bilayer reorganization as a function of z, we

conceptually divide a neat DOPC bilayer into four regions: (i)
bulk water for z > 2.5 nm, (ii) the aqueous interface between
water and phosphate groups spanning 2.0 < ze 2.5 nm, (iii) the
dry transition region between phosphate groups and acyl chains
spanning 1.5 < z e 2.0 nm, and finally, (iv) the hydrophobic
region of the bilayer for ze 1.5 nm. Although this model differs
from previous decompositions51 of the axial distribution of
hydrated bilayers, it is pertinent to the present analysis.
Methylpropane.When methylpropane resides at the aqueous

interface, the bilayer surface excludes the solute by forming a
depression (Figure 3A�D). As a corollary, the number of lipid
headgroup phosphorus atoms that closely interact with the solute
is maximal in this region (Figure 3A). This type of lipid
reorganization is depicted by the SDF in Figure 4A.
By contrast, when methylpropane is located in the dry

transition region, the bilayer surface protrudes to include the
solute (Figures 3A�D), as depicted by the SDF in Figure 4B.
Thus, the local depression of the water�headgroup interface
induced by the presence of the hydrophobic solute at the
aqueous interface (Figures 4A, 5A) becomes a protrusion
(Figures 4B, 5B) once the solute pierces the surface formed

Table 2. Standard Binding Free Energies of Methylpropane and n-Propylguanidinium to a DOPC Bilayer

sample (ns)

ΔGbind
�

(kcal/mol)

μ ( σM component values

(i) methylpropane

{x f (x + 20)} x = {5, 25, 45, ...,185} �4.12 ( 0.14 a not shown

5 f 205 �4.10 ( 0.27 �4.80, �4.41, �4.39, �4.37, �4.32, �4.29, �4.28, �4.22, �4.22, �4.21, �4.16, �4.16,

�4.07, �4.02, �4.01, �3.99, �3.87, �3.87, �3.86, �3.83, �3.82, �3.75, �3.71, �3.70

5 f 25 c �2.97 ( 0.57 �3.37, �2.57

5 f 205 d �3.96 ( 0.29 �4.16, �3.76

(ii) n-propylguanidinium

{x f (x + 20)} x = {125, 145, 165, 185} �6.77 ( 0.08 b not shown

125 f 205 �6.71 ( 0.96 �9.12, �9.03, �8.87, �8.56, �8.25, �8.11, �8.00, �7.98, �7.92, �7.51, �7.49, �7.47,

�7.39, �7.10, �7.07, �7.04, �6.90, �6.75, �6.57, �6.47, �6.47, �6.31, �6.29, �5.96,

�5.86, �5.85, �5.80, �5.66, �5.49, �5.43, �5.39, �5.33, �4.89, �4.39, �4.32, �4.00

5 f 85 c �3.68 ( 1.23 �4.56, �2.81

125 f 205 d �4.69 ( 0.01 �4.70, �4.69
aHere, σM is computed from 10 blocks of 20 ns, each of which is first averaged over 24 PMFs. bHere, σM is computed from 4 blocks of 20 ns, each of
which is first averaged over 36 PMFs. cMacCallum et al. 23 (2 PMFs). d Simulations extended from MacCallum et al. 23 (2 PMFs).
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by zwitterionic interactions involving phosphate (and choline)
groups (Figure 3B,C).
Finally, as methylpropane enters the hydrophobic region of

the bilayer, near z = 1 nm, it introduces a packing defect that

draws water molecules to a region that is normally dehydrated in
a neat DOPC bilayer (Figure 3A), resulting in a slight retraction
of nearby lipids toward the bilayer center (Figure 3B,C). Methyl-
propane is entirely dehydrated only for z < 0.7 nm (Figure 3A),

Figure 3. Structural reorganization of the bilayer as a function of restraint position, zi
0, for (left) methylpropane and (right) n-propylguanidinium

partitioning into a DOPC bilayer via US. (A and F). Solvation of the solute by (black error bars) water, NH20, and (gray error bars) lipid phosphorus
atoms,NP. Overlaid on this plot are the density profiles in a neat DOPC bilayer for (broken blue line) water, FH20, and (solid red line) lipid phosphorus
atoms, FP. All profiles are scaled to the same maximum value. (B and G) Mean values of lipid height deviation in the upper leaflet, zP

upper, are plotted for
(red) positive and (black) negative displacements against (x axis) zi

0 and (y axis) proximity of the lipid to the solute in the bilayer plane, rP. The values of
zP
upper in B and G were filtered by setting the mean value of zP

upper = 0 whenever the standard deviation of the mean value of zP
upper included zero. (C and

H) Probability distributions of zP
upper as a function of zi

0 for lipids with rP < 1 nm. (D and I) Distributions of mean values of the deviation in acyl chain
order parameters in the upper leaflet from their mean values in a neat bilayer,ΔSacyl

upper, as a function of zi
0 for lipids with rP < 1 nm. (E and J) Probability

distributions of solute orientation, θ, as a function of zi
0. In parts B-D and G-I, a vertical green line at zi

0 = 0 nm indicates that the z axes of parts B and
G and the y axes of parts C, D, H, and I represent changes that occur in a single leaflet as the solute traverses that leaflet (positive x axis values) and the
opposing leaflet (negative x axis values). Histograms in parts C�E and H�J were normalized within each zi

0 value.
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where the solute does not affect the localization of the head-
groups above it (Figures 3B, 3C, 4C, 5C).
Throughout the bilayer, methylpropane adopts nearly isotro-

pic orientations whereby the angle between the positive bilayer
normal and the CγHγ vector, θ, is sampled with a probability pro-
portional to sin(θ) (Figure 3E). There is a slight population shift
toward orientations in which the CγHγ vector is parallel to the
global bilayer plane when methylpropane is embedded in the
bilayer, except at the bilayer center.
n-Propylguanidinium. When n-propylguanidinium resides at

the aqueous interface, the bilayer surface protrudes to interact
with the solute (Figure 3F�I). This reorganization is depicted by
the time-averaged SDF in Figure 4D and illustrated by the
snapshot in Figure 5D. In the aqueous limit of this region, at
z = 2.5 nm, n-propylguanidinium is strongly oriented with the
guanidino group pointing toward the bilayer center (Figure 3J).
As the solute reaches z = 2.0 nm, a depth that corresponds to
the peak in axial phosphate density in a neat DOPC bilayer
(Figure 3F), the orientation of the solute is reversed, with the
alkyl chain inserted in the nonpolar core and the guanidino group
pointing away from the bilayer center (Figure 3J).
As n-propylguanidinium moves from the dry transition region

to an immersion depth that corresponds to the hydrophobic core
of a neat DOPC bilayer, the bilayer forms a depression that
facilitates the continued interaction of the bilayer surface with the
solute (Figure 3F�I). This reorganization is evident in the
snapshot shown in Figure 5E and in the SDF depicted in
Figure 4E, which correspond to the global minimum of the
PMF, at 1.4 e z e 1.5 nm (Figure 2E). The magnitude of the
structural perturbation of the bilayer grows with deeper solute
immersion (Figure 3F�I). Throughout the hydrophobic region
of the bilayer, n-propylguanidinium remains partially hydrated and
solvated by lipid headgroups (Figure 3F) and is strongly oriented
with the guanidino group directed outward (Figure 3J). The
extreme reorganization of the bilayer structure that occurs as the
solute nears the bilayer center is evident in Figure 4F.
When n-propylguanidinium is restrained near the center of the

bilayer, at z = 0 or 0.1 nm, bulk water may penetrate either leaflet
(data not shown) and both polarized orientations are populated
(Figure 3J).

Structural Perturbations of the Opposing Leaflet. Significant
changes in bilayer organization take place in both leaflets as the
molecular solutes are embedded. We refer to the leaflet in which
the solute is embedded as the proximal leaflet and to the oppo-
sing leaflet as the distal leaflet. As described above, the reorga-
nization of the proximal leaflet predominantly occurs in the
vicinity of the solute. In contrast, the reorganization of the distal
leaflet is more global, with uniform displacements of the water�
bilayer interface (Figure 3B,G) and uniform changes in order
parameters (data not shown). As a result, the bilayer does not
bend. Note that global bending modes of the bilayer may be
inhibited to some extent by the presence of periodic boundary
conditions in the x and y dimensions. Instead, local depressions
and protrusions of the proximal interface induce respective
increases in disorder and order of lipids throughout the distal
leaflet (Figure 3D,I). These compensating changes in lipid
ordering result in thinning and thickening of the distal leaflet,
respectively, both of which uniformly displace the distal inter-
face (Figure 3B,G). Compensating effects also extend to more
distant regions of the proximal leaflet (Figure 3B,G) whenever
the solute is restrained to values of z at which the PMF has a
large slope (see Figure 2B,E). Throughout these processes, the
change in average area per lipid remains smaller than 0.013 nm2

(data not shown).
Effect of Restraints on the Sampling of Bilayer Perturba-

tions. To assess the relevance of the US ensembles depicted in
Figure 4 to the mechanism governing the partitioning of
methylpropane into the bilayer, we conducted nonequilibrium
simulations in the absence of restraints. Ten simulations, each

Figure 4. Spatial distribution functions (SDFs) of the solute and the
proximal bilayer leaflet viewed from the side, looking along the plane of
the bilayer. The SDFs depict (gray) phosphorus atoms in the proximal
leaflet and (yellow) hydrophobic and (cyan) hydrophilic moieties of the
solute for (A�C) methylpropane and (D�F) n-propylguanidinium.
The zi

0 value is reported alongside each SDF. Images are aligned
vertically according to the bilayer COM. To facilitate solute visualiza-
tion, the SDF of the phosphorus atoms depicts only the density that lies
behind the COM of the solute.

Figure 5. Snapshots of (A�C) methylpropane and (D�F) n-propyl-
guanidinium after 200 ns of simulation. The zi

0 value is reported
alongside each snapshot. Color is added for (cyan) water, (white) lipid
carbon, (red) lipid oxygen, (brown) lipid phosphorus, (blue) lipid
nitrogen, (yellow) solute hydrophobic moiety, and (orange) solute
hydrophilic moiety.
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containing 10 methylpropane molecules initially located in the
aqueous phase, were run for 205 ns each. In the course of these
simulations, an average of 6.4 ( 1.3 solute molecules sponta-
neously partitioned into the lipid bilayer, no unbinding events
took place, and the distribution of methylpropane along the
bilayer normal was still drifting with increasing simulation time
when the simulations were stopped (data not shown). Binding
events were characterized by long waiting times (90 ( 56 ns
considering only the 64 binding events that occurred) followed
by very rapid progression through the transition state to the
bound state (0.3 ( 0.3 ns from z = 2.5 nm to z = 1.5 nm).
Importantly, there is a discrepancy in the nature and extent

of bilayer perturbation sampled during nonequilibrium unrest-
rained vs equilibrium restrained simulations. In Figure 6, we
compare the local reorganization of the proximal bilayer leaflet
that occurred during unrestrained and US simulations. During
unrestrained sampling, the most populated bilayer state
changed from a depression to a protrusion with deeper solute
immersion near z = 1.9 nm (Figure 6). However, in the
restrained simulations, this transition occurred near z = 2.1 nm
(Figure 6).
To evaluate the possibility that this discrepancy results from

systematic sampling errors at 1.9 e z e 2.1 nm in our
restrained simulations, we conducted additional US simula-
tions at zi

0 = 2.0 nm. These simulations directly probe the
probability that US simulations may be trapped in metastable
bilayer protrusion states at 1.9 e z e 2.1 nm due to hidden
sampling barriers along zP

upper, the deviation from the mean of
the distance along z between the center of the bilayer and the
phosphorus atom of lipids in the upper leaflet. These simula-
tions were initiated with conformations drawn from unrest-
rained simulations in which a methylpropane molecule located
near z = 2.0 nm either did or did not subsequently progress into
the hydrophobic interior of the bilayer. We refer to these
starting conformations as binding and nonbinding, respec-
tively. Not only do both binding (Figure 7A) and nonbinding
(Figure 7B) initial conformations drawn from unrestrained
simulations all predominantly sample bilayer protrusion states
in US simulations at zi

0=2.0 nm but they also do so to the same
extent as the original set of US simulations at this depth
(Figure 7C). Furthermore, rare transitions between local
bilayer protrusion and depression are evident for a number
of US simulations in Figure 7A and B, demonstrating that the
apparent barrier along zP

upper does not prevent the slow

equilibration of protrusion and depression states at this depth
on the simulation time scale. As discussed in the next section,
this discrepancy questions the relevance of solute-restrained
conformations to the binding mechanism.

Figure 6. Bilayer reorganization as a function of methylpropane
immersion sampled by different methods. The mean value of zP

upper

for lipids with rP < 1 nm is shown from (“+” and broken lines denoted
UR) unrestrained sampling and (“x” and solid lines) US. Error bars
represent the standard deviation of the mean. The histogram bin width
for unrestrained sampling is 0.1 nm.

Figure 7. Bilayer reorganization as a function of simulation time from
US at zi

0 = 2.0 nm. (A and B) For each simulation, a different symbol
represents the time series of the mean value of zP

upper for lipids with rP <
1 nm, block-averaged in 500 ps intervals. The reader is not expected to
distinguish the different symbols throughout the sampling time. Rather,
we use discrete symbols instead of depicting this data as a heat map to
make it clear that excursions of sampling away from the main basin are
transiently conducted by different simulations. Starting conformations
were drawn from 10 snapshots obtained from unrestrained simulations
in which the identified methylpropane molecule (A) subsequently
bound the bilayer, progressing deeply into the hydrophobic interior,
or (B) did not bind the bilayer, diffusing back into bulk water. (C)
Histograms showing the probabilities at which values of zP

upper were
sampled during US initiated from (dotted line) productive binding
snapshots, (dashed line) nonbinding snapshots, and (solid line) the 24
main US simulations of methylpropane in this work. The histogram bin
width was 0.02 nm.
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’DISCUSSION

Systematic Sampling Errors. The analysis of potential of
mean-force free energy calculations for the insertion of small
molecular solutes into a lipid bilayer shows that statistical con-
vergence is limited by the rate of conformational reorganization
of the lipid bilayer.
The accuracy ofΔGbind

� can be strongly affected by systematic
sampling errors occurring at specific locations along the reaction
coordinate. In the previous study of methylpropane,23 systematic
sampling errors in only two umbrellas caused a systematic
ΔGbind

� error of 1 kcal/mol (Table 2). The two umbrellas that
contained systematic sampling errors were centered at zi

0 = 1.9
and 2.0 nm (Figure 2C). In a neat DOPC bilayer, this region
corresponds to the rugged interface between the bilayer and
water (Figure 3A). There, methylpropane is abruptly being
dehydrated with increasing bilayer immersion, following a sharp
transition from local depression to protrusion of the proximal
bilayer�water interface with increasing solute depth between
zi
0 = 2.1 and 2.0 nm in the long simulations presented in this work
(Figure 3B�D). In shorter simulations,23 the two umbrella
potentials centered at zi

0 = 1.9 and 2.0 nm were trapped in a
metastable state of leaflet depression similar to the one depicted
in Figure 4A and did not sample the state of leaflet protrusion
depicted in Figure 4B (data not shown), which is more favorable
at these depths (Figure 3B�D). This finding is consistent with
the significant spread in ΔGbind

� values obtained from 20 ns
samples per umbrella in this work (Figure 2A). Accordingly, the
extension of the previously published simulations presented in
this study resolved these systematic sampling errors (Table 2).
Systematic sampling errors were also revealed upon increasing

the amount of sampling in simulations of n-propylguanidinium.
In this case, the systematic ΔGbind

� error is 3 kcal/mol (Table 2).
In the previous study of n-propylguanidinium,23 systematic
sampling errors occurred near z = 2.0 and 2.4 nm (Figure 2F)
and, similarly to the previous simulations of methylpropane,23

also resulted from insufficient sampling of a state involving local
lipid protrusion (Figures 3G�I). In this case, bilayer reorganiza-
tion was concurrent with reorientation of the solute (Figure 3J),
and the extension of the previously published simulations23 for
an additional 120 ns per umbrella did not resolve these systema-
tic sampling errors, although the difference in ΔGbind

� values was
reduced (Table 2). Nevertheless, the 36 independent measures
of ΔGbind

� in this study range from �9.1 to �4.0 kcal/mol
(Table 2), and it is only as an average that they converge to�6.7
( 1.0 kcal/mol. The finding that a single set of US simulations
lasting 205 ns per umbrella may be insufficient to obtain adequate
convergence in the value of ΔGbind

� for n-propylguanidinium
should be regarded as an important cautionary tale for the cal-
culation of equilibrium properties from simulations of peptides in
lipid bilayers.
Increased sampling also affected the free energy profile of n-

propylguanidinium near the center of the bilayer (Figure 2E,F).
Here, changes in the orientation of the guanidino group
(Figure 3J) are coupled to the presence, in one leaflet or the
other, of a conic lipid surface defect that is lined by lipid
headgroups (Figures 3F�I, 4F, 5F) and filled with water
molecules that partially solvate the guanidino moiety
(Figure 3F). Conformational states in which such defects occur
in the distal leaflet are only metastable.52 The reason why n-
propylguanidinium PMFs in this work show no indication of
systematic sampling errors in the center of the bilayer for US

simulations with increasing teq is that the orientational auto-
correlation time exceeds the simulation time scale (data not
shown). That is, systematic sampling errors only become appar-
ent in PMFs after a transition leading to a state of lower free
energy occurs for the first time. Sampling errors in this region do
not affect the computed binding free energy significantly because
solute residence at the bilayer center is the least favorable state in
the entire PMF (Figure 2E). However, the large kinetic barrier to
convergence at themiddle of the bilayer does affect the symmetry
of the solute orientation about the bilayer center (Figure 3J) and
the computed free energy barrier to bilayer traversal.52 At zi

0 =
0 nm, both polarized orientations of the solute should be equally
likely. Here, the presence of US restraining potentials, by
preventing significant axial mobility of the solute, forces the
system to cross pre-existing barriers that could otherwise be
circumvented. This source of quasi-nonergodicity may be alle-
viated by the addition of equilibrium exchange.22

Importantly, our results suggest that systematic sampling
errors may also be present in other US studies of similar duration
in which solutes interact with a lipid bilayer. Free energy profiles
for the insertion of molecular solutes along the bilayer normal
have been obtained using US and similar techniques for a long list
of increasingly complex solutes including, among others, the
small molecules hexane,13 oxygen, and ammonia;14 the steroids
cholesterol53 and cortisone;54 the drugs valproic acid,11 various
adamantanes,12 and the nonsteroidal anti-inflammatories acetyl-
salicylic acid and ibuprofen;10 a panel of amino acid side chain
analogs;23 and, finally, peptides including a model hexapeptide,55

a transmembrane helix,52 the 18-residue cationic antimicrobial
peptide protegrin-1,16 a 34-residue Kv channel gating-modifier
toxin,56 and a 42-residue fragment of the amyloid-β peptide.57 In
the aforementioned simulations, either ΔGbind

� drifted system-
atically with increasing teq (see ref 55 and C.H. Davis, personal
communication regarding ref 57), it depended significantly on
the starting conformation,56 or free-energy convergence mea-
sures based on teq were not conducted.

10,11,13,14,16,23,52�54 From
this list, only the study of adamantanes evaluated the systematic
drift in the value of ΔGbind

� based on teq and, using a statistical
test, concluded that the simulations had converged after 15 ns per
umbrella with teq = 2 ns.

12 In light of the present study, it remains
possible that these simulations of adamantanes, amphipathic
cationic molecules larger than n-propylguanidinium, contained
systematic sampling errors but simply did not yet show it.
Furthermore, it is important to keep in mind that some of the
36 PMFs that we constructed, each based on 205 ns of
equilibration and sampling per umbrella, still contain unresolved
systematic sampling errors. Finally, the simulations presented in
this work may also be subject to systematic sampling errors that
are not evident on this time scale.
Interestingly, the application of additional restraints on lipid

headgroups appears to avoid the slow relaxation of zP
upper and

speed up convergence of PMF calculations from US simulations
of peptide insertion along the bilayer normal.56 Note, however,
that such restraints preclude large deformations of the lipid
bilayer, which may be mechanistically important, such as those
depicted in Figures 4 and 5.
Effect of Simulation Box Size. The simulations in this work

employed a relatively small patch of bilayer, with only 32 lipids
per leaflet. For the small solutes investigated in this study,
systematic sampling errors persisted for up to 125 ns per
umbrella (Figure 2D), and even longer equilibration times may
be necessary for larger solutes. Thus, we chose to keep the
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simulation box small in order to attain long simulation times.
Importantly, at certain values of zi

0, the bilayer reorganization
induced by the insertion of the solute involved the entire
proximal leaflet (Figures 3B,G and 4B,F), suggesting that the
finite size of the simulation box may result in a systematic bias of
the PMF. This possible bias appears unlikely to dramatically
affect the value of ΔGbind

� for n-propylguanidinium. This is
because bilayer reorganization remained predominantly local
for zi

0 g 1.5 nm (Figure 3G), which encompasses the region
traversed by the solute from bulk water to the global minimum of
the PMF at 1.4 e z e 1.5 nm (Figure 2E). For methylpropane,
however, bilayer reorganization induced by solute migration
through the lipid�water interface involved most of the proximal
leaflet for 2.1 g zi

0 g 1.5 nm (Figure 3B), a region of the PMF
located between bulk water and the global minimum of the PMF
at zi

0 = 0.0 nm (Figure 2B), so that the box size may have a
significant effect on the estimate of ΔGbind

� . A systematic evalua-
tion of the dependence ofΔGbind

� on bilayer size is an interesting
avenue for future research. However, PMF calculations based on
a conventional definition of solute insertion depth will be
subjected to an increasingly degenerate reaction coordinate as
the size of the bilayer is increased. This is because larger bilayers
can experience larger undulations. When using very large bilayer
patches, it may thus become possible for the COM of the solute
to coincide with the COM of the bilayer along the bilayer normal
even as the solute remains in bulk water.
Comparison to Experimental Transfer Free Energies. Our

results indicate that previously published estimates of methyl-
propane and n-propylguanidinium binding free energies23 con-
tain systematic sampling errors. Nevertheless, those results23 are
in good agreement with the experimental water-to-cyclohexane
transfer free energies reported by Radzicka and Wolfenden58 for
methylpropane (�4.9 kcal/mol) and n-propylguanidinium
(+14.9 kcal/mol). This may be because the range of experimen-
tally determined values for each side chain analog remains large in
comparison to the theoretical uncertainties. For methylpropane,
MacCallum et al. obtained a transfer free energy of �3.6 (
0.4 kcal/mol,23 using the value of the PMF at the bilayer center,
whereas we obtain �4.8 ( 0.3 kcal/mol (Figure 2B). While the
free energy value that we report appears to have improved
accuracy, it should be noted that the experimental free energy
quoted is actually the transfer free energy for n-butane.58 In a
separate simulation study, MacCallum and Tieleman used a
thermodynamic cycle to calculate the free energy for the transfer
of amino acid side chain analogs from water to cyclohexane.59 The
binding free energy value obtained for methylpropane using the
OPLS-AA/L force field and a different treatment of long-range
nonbonded interactions was, depending on the water model,�5.4
to �5.7 kcal/mol.59 Alchemical pathways can be advantageously
used to determineΔGbind

� in cases where the bound state is known.
For methylpropane, an alchemical pathway can circumvent the
hidden sampling barriers at the lipid�water interface. For n-
propylguanidinium, however, and in the general case, knowledge
of the PMF is required to define the bound state.
Moreover, it is difficult to make experimental comparisons for

the value of ΔGbind
� in the case of n-propylguanidinium because

water-to-cyclohexane or -octanol transfer free energies are ex-
pected to differ from the free energy of transfer to the center or
the interface of a DOPC bilayer, where the solute remains
solvated by water molecules and lipid headgroups (Figure 3F)
in a complex and highly anisotropic chemical environment
(Figures 4D�F, 5D�F). In addition, the drastic reorganization

of the lipid bilayer that occurs in response to even small mol-
ecular solutes and the sensitivity of these perturbations to the
nature of the solute (Figures 3�5) complicate the assumption of
group additivity underlying the application of the free energy of
partitioning of Ace-WLLxL peptides (where x includes L and R)
between water and a bilayer similar to DOPC.60 Indeed, the lim-
itations of group contribution approaches have also been pointed
out in simulation studies of hydration free energies.61

Relevance of Solute-Restrained Conformations to the
Binding Mechanism. The bilayer reorganization induced by
the insertion of methylpropane in equilibrium restrained simula-
tions differs from the reorganization observed in nonequilibrium
unrestrained simulations (Figure 6). Because conformations
sampled by restrained simulations along physical reaction co-
ordinates are attainable by unrestrained simulations, it is tempt-
ing to interpret the path of lowest free energy along z as the
unrestrained solute binding pathway.55 Generally, however,
restrained simulations may not yield mechanistically representa-
tive states in the absence of a separation of time scales whereby
unrestrained molecular diffusion along the reaction coordinate is
much slower than diffusion along other degrees of freedom. This
is because weak ergodicity breaking62 may occur during binding
events in unrestrained simulations but not in restrained simula-
tions over sufficiently long time scales (Figure 6). When sponta-
neous binding conformations near z = 2.0 nm are extracted from
unrestrained simulations and used to initiate US simulations, the
distribution of zP

upper requires 10 ns to converge to a state of local
lipid protrusion (Figure 7A). However, during all 64 binding
events observed in our unrestrained simulation, methylpropane
passed through this region in significantly less than 1 ns. In other
words, the conformation of the bilayer does not reach equilib-
rium as methylpropane freely diffuses inward through the head-
group region. Schematically, when the reaction coordinate is not
the slowest relaxing DOF, restrained simulations on sufficiently
long time scales follow the path of lowest free energy in
orthogonal DOFs (blue dotted line in Figure 1), whereas unrest-
rained sampling over the landscape presented in Figure 1 may
most readily progress from α to β by way of γ if diffusion along
the reaction coordinate (x axis) is faster than along other DOFs
(y axis). This effect is similar to differences in experimental time
averaging.63

As a result, it would be incorrect to conclude from the time-
averaged data in Figures 3B,C,D; 4B; and 5B that, during binding
events, the bilayer is likely to protrude to encapsulate methyl-
propane when methylpropane is at a distance of 2.0 nm from the
bilayer center. Indeed, Figure 6 demonstrates that, during
spontaneous binding events, the bilayer interface is only likely
to protrude once methylpropane is within 1.8 nm of the bilayer
center. Inversely, it is likely that fluctuations within the bound
state up to and including spontaneous unbinding events, none of
which occurred in our unrestrained simulations, involve even
larger protrusions of the bilayer surface than observed in the
equilibrium picture obtained from ensemble averaging. Because
it describes a reversible (i.e., infinitely slow) reaction, the free
energy surface represents an ensemble average over both binding
and unbinding events, regardless of the direction of travel of the
solute and its history. In such a case, the lowest free-energy
pathway through the saddle point in Figure 1 represents an
average between trajectories following either γ or δ, depending
on direction. This analysis underscores the importance of con-
sidering time-dependent information when one desires to draw
mechanistic conclusions from equilibrium sampling.
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General Implications to Membrane Solvation of Pep-
tides and Proteins. The mechanisms of bilayer reorganization
uncovered in the present study are likely to be relevant in the context
of larger molecules such as peptides or proteins, in which a
hydrophobic or charged moiety is anchored at a particular depth.
In such cases, as seen here for n-propylguanidinium, the bound state
may involve substantial deformation of the bilayer. In particular, the
deformations outlined in Figures 4 and 5 are parts of bilayer
adaptation to hydrophobic mismatches that may be introduced by
transmembrane proteins.64During such adaptations, lipidmolecules
in close proximity to the solute adjust their own immersion depth to
facilitate the inclusion of hydrophobic moieties and the exclusion of
hydrophilic moieties from the hydrophobic region of the bilayer.
Importantly, these phenomena may also exist in the interaction of
lipid bilayers with interfacial membrane proteins or peptides.
Interestingly, the states depicted in Figures 4 and 5 suggest

that peripheral membrane proteins or interfacial peptides could
induce bilayer bending by inducing changes in lipid ordering.
The induction of bilayer bending is important in any cellular
process that relies on membrane tension, including endocytosis,
exocytosis, cell motility, and viral membrane fusion during
infection.65 Furthermore, protein-induced changes in membrane
tension are capable of feeding back into the function of mechan-
osensitive membrane proteins.66

’CONCLUSIONS

The above results suggest that the difficulty of attaining
convergence in simulations of molecular solutes embedded in
lipid bilayers has, in general, been drastically underestimated due
to the presence of hidden sampling barriers involving the slow
reorganization of the lipid�water interface in response to solute
insertion. Although we focused our analysis of systematic sam-
pling errors on a single study,23 it seems likely that similar
systematic sampling errors pervade the literature. It is unfortunate
that many published simulation studies do not report measures of
convergence, since this information contributes crucially to the
inferred accuracy of the measured quantities.67 The publication of
convergence measures, especially those that are capable of detect-
ing systematic drifts in values obtained with increasing equilibra-
tion time, should be systematically encouraged.

On the basis of the above analysis, we propose that simulation
studies could benefit from the following suggestions:
1. Performing multiple distinct sets of simulations of the same

system from different starting conformations and computing
PMFs separately from each set. Degrees of freedom predicted
to contribute significantly to the binding free energy should be
evaluated systematically. It may also be useful to use a variety
of methods to generate these starting conformations in order
to vary the starting conformations in unexpected ways.

2. Evaluating a key observable(s), such as the binding free
energy, as a function of both simulation time and equilibra-
tion time and reporting these convergence measures.
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ABSTRACT: In order to carry out their functions, proteins often undergo significant conformational fluctuations that enable them
to interact with their partners. The accurate characterization of thesemotions is key in order to understand themechanisms by which
macromolecular recognition events take place. Nuclear magnetic resonance spectroscopy offers a variety of powerful methods to
achieve this result. We discuss a method of using residual dipolar couplings as replica-averaged restraints in molecular dynamics
simulations to determine large amplitude motions of proteins, including those involved in the conformational equilibria that are
established through interconversions between different states. By applying this method to ribonuclease A, we show that it enables
one to characterize the ample fluctuations in interdomain orientations expected to play an important functional role.

’ INTRODUCTION

The accurate determination of the conformational transitions
associated with the interactions between proteins and their
partners is a key challenge to understand the mechanism of
action of these macromolecules.1�4 A view that is rapidly gaining
momentum is that proteins can recognize and bind their
partners because in their free states they often already transiently
populate the conformations that they adopt in the bound
states.2,3,5,6 A major role in the establishment of this idea has
been played by nuclear magnetic resonance (NMR) spectro-
scopy, which is a technique that can provide detailed informa-
tion about the dynamics of proteins.2,7�11 Residual dipolar
couplings (RDCs), which report on the orientation of inter-
atomic bonds with respect to an external magnetic field,12,13

are most useful in this context. A number of procedures to
employ RDCs for the characterization of the structure and
dynamics of proteins and nucleic acids have been proposed,
including analytical deconvolution,14�16 the Gaussian axial
fluctuations method,10,17 restrained molecular dynamics simula-
tions in which the alignment tensor is either fitted to the
experimental RDCs18�22 or calculated directly from the
structure,23,24 and direct comparison with molecular dynamics
simulations.10,25�29

We discuss here an approach in which RDCs are used to
determine ensembles of structures representing conformational
equilibria of proteins undergoing large-amplitude motions. In
this approach, RDCs are employed as replica-averaged restraints
in molecular dynamics simulations to bias the trajectory of the
protein molecules toward the state observed experimentally. In
order to reproduce the time and ensemble averaging that is
implicit in NMR measurements, several molecules (the replicas)
are simulated simultaneously, and NMR parameters are back-
calculated as average values over them. To implement the
restraints, RDCs are calculated from the shape and charge of
each individual replica in the set used in the simulations,25,30�34

and the resulting average values are then required to match the
measured RDCs. Since in heterogeneous states of proteins and
nucleic acids the alignment tensors, as well as the corresponding
RDCs of the individual conformations populated during the
dynamics, can differ very significantly,29,30,35,36 this approach,
which does not require the assumption that the fluctuations of
the alignment tensor remain relatively small and that they are
uncorrelated with the fluctuations of the structure,29,35,36 is
expected to be particularly suitable for enabling the description
of the conformational interconversions associated with the
function of these macromolecules.

In this work we present a validation of this method by
considering the test of the “reference ensemble”.22,37,38 In this
test a reference ensemble is generated at first by using molecular
dynamics simulations with a given force field. A set of RDC
values is then back-calculated from the structures of this en-
semble. These RDC values, which are not measured experimen-
tally but derived computationally from known structures, are
then used as restraints in new molecular dynamics simulations
with another force field. In the absence of the RDC restraints, this
second force field gives rise to an ensemble of conformations
different from the reference ensemble. The presence of the RDC
restraints, however, induces the second force field to sample
an ensemble of conformations closely reproducing the starting
reference ensemble, provided that the restraints are implemented
correctly. Since in this procedure one knows exactly the
ensemble of structures that give rise to the RDC values used
as restraints, it is possible to assess very accurately whether the
restraints are effectively implemented to bias the conforma-
tional sampling toward the reference ensemble. We show that
by applying this method, it is possible to characterize motions
of large amplitude in ribonuclease A (RNase A). RNase A
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is a V-shaped protein whose concerted motions of the two
antiparallel β-sheet regions (V1 and V2) are closely con-
nected to its function, which involves substrate binding and
release.39�41 These low-frequency “breathing” motions, which
have been extensively studied experimentally,41�43 make RNase
A a paradigmatic system to study the relationship between con-
formational fluctuations and function.

’RESULTS

Test of the Reference Ensemble. In order to carry out a
rigorous test of the method for carrying out molecular dynamics
simulations with replica-averaged RDC restraints that we discuss
in this work, we applied the test of the reference ensemble.22,37,38

For this method, a ‘reference ensemble’ of conformations was
generated by unrestrained molecular dynamics simulations (see
Reference Ensemble Calculations in the Materials and Methods
Section). RDCs were calculated from the structures of this
reference ensemble (see Structure-Based Calculation of the
Alignment Tensors in the Materials and Methods Section) and
employed as structural restraints (see Restrained Ensemble
Calculations in the Materials and Methods Section) to generate
a ‘restrained ensemble’, which was then shown to closely repro-
duce the conformational properties of the original reference
ensemble. The advantage of using this reference ensemble test is
that it allows for a stringent validation analysis in which the
atomic coordinates of the conformations in the reference en-
semble are known exactly, and therefore, the accuracy of the
conformations in the restrained ensemble can be assessed with
great confidence.22,37,38

Generation of the Reference Ensemble. The reference
ensemble was generated by a 100 ns unrestrained trajectory
of RNase A by using the Gromos96 force field; for comparison
an ‘unrestrained ensemble’ was generated from a 100 ns
trajectory by using the Amber99SB force field (see Reference
Ensemble Calculations in the Materials and Methods Section).
The two force fields generated two different types of breathing
motions in the native state of RNase A, with Amber99SB
oscillating around a moderately open state and Gromos96
populating both open and closed conformations (Figure S1,
Supporting Information). The differences between the refer-
ence and unrestrained ensembles arise in part from the fact
that the Gromos96 force fields implements a united-atom
representation, which speeds up the sampling of the con-
formational space.
Structure-Based Alignment Approach in Molecular

Dynamics Simulations. To enforce the RDCs as structural
restraints in molecular dynamics simulations, we implemented
our own version of the PALES method30,34 for both steric and
electrostatic alignment media in the GROMACS package (see
Structure-Based Calculation of the Alignment Tensors in the
Materials and Methods Section). The employment of structure-
based calculations of the alignment tensor during the sampling is
crucial to obtain an accurate determination of conformationally
heterogeneous states of proteins, as the alignment that these
molecules can adopt can vary significantly during the dynamics
(Figure 1), and it is therefore often not possible to make the
approximation that all the structures in the ensemble have the
same alignment tensor.29,35,36

Replica-Averaged RDC Restraints. The approach that we
followed in this study includes an averaging of the RDCs over
multiple replicas of the proteinmolecule, which allows experimental

restraints to be imposed as an ensemble property.18,19,22,44 This
approach is particularly efficient in sampling protein ensembles
representing conformationally heterogeneous states because the
replica averaging allows populating simultaneously different con-
formational basins that are present in solution and that contribute
to the experimental observables.19,44,45 In this paper, by analyzing
the effects of using different numbers of alignment media and
different numbers of replicas (Figures S2 and S3, Supporting
Information), we defined an optimal protocol based on replica-
averaged RDC restraints with 16 replicas and RDCs data for two
bond vectors from three alignmentmedia. The employment of in
silico experiments allows also for accurately assessing the effects
of the errors on the RDC data in the performance of the
structure-based alignment prediction (Figure S4, Supporting
Information).
RDC-Based Determination of Large-Scale Motions of

RNase A. The main result of this work is the demonstration that
it is possible to use information derived from RDCs to char-
acterize with high-accuracy distinct states in conformational
equilibrium. To illustrate our approach, we considered the open
and the closed forms of RNase A. In order to follow the
conformational changes involved in the breathing motions of
RNase A, we used the angle (‘pincer angle’) between the centers
of mass of V1 and V2 and their hinge region (Figure 2a), which
discerns between the open and closed conformations. We show
that, while only the open state is present in the unrestrained
Amber99SB simulations (Figure 2b), the use of RDC restraints
drives a series of conformational interconversions between the
open and closed states, which generates an ensemble with
essentially correct Boltzmann weights despite the presence of
an underlying force field that has a different behavior when
considered on its own (Figure 2d). We further validate these
results by reporting the Q factors (see Materials and Methods)
for the unrestrained and restrained ensembles compared to the
reference ensembles. In addition to the bonds vectors employed
for generating the restrained ensemble, which expectedly exhib-
ited a better agreement in the case of the restrained ensemble, all
other bond vectors analyzed showed improved Q factors for the
restrained ensemble (Figure 2c).
Structural Accuracy of the RDC-Driven Sampling. In order

to investigate more in detail how structure-based calculations of
the alignment tensor can be used to drive conformational
transitions, we calculated the RDCs corresponding to a selected
closed conformation from the reference ensemble and used them
to restrain one-replica molecular dynamics simulations that
started from the open state and ended up in the closed state
(Figure 2a). These simulations show that by imposing the RDC
restrains on an open conformation it is possible in 1 ns to drive
the conformational sampling toward the pincer angle corre-
sponding to the closed conformation (Figure 2a), with a very
significant reduction of the root-mean-square deviation (rmsd)
from the closed conformation itself (from ∼5.3 to ∼0.5 Å)
(Figures S5 and 6S, Supporting Information). For comparison,
by using an alternative approach in which the conformations that
better reproduce the experimental data are selected from an
unrestrained sampling, we could only obtain a relatively poor
agreement with RDCs (Q = 0.43, Figure 3b) compared to the
restrained simulations (Q = 0.16). We found the conformations
selected from the unrestrained ensemble to be all quite far from
the target structure in terms of pincer angle values (Figure 3a,
red line), thereby resulting in an inaccurate conformational
ensemble.
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’DISCUSSION

Our knowledge of the three-dimensional states that biological
macromolecules adopt in solution has enormously improved in
recent years.8,9,46�49 It has also been established that even in their
native states, proteins constantly undergo structural fluctuations
with time scales ranging from picoseconds to seconds and
beyond, which are biologically relevant and influence a wide
variety of processes, including enzymatic catalysis, ligand bind-
ing, and the formation of biomolecular complexes.2,7�11,44 States
of this type pose a formidable challenge for structure determina-
tion, because, in many cases, they are inherently flexible and
conformationally highly heterogeneous.

We have described a computational procedure for using NMR
measurements of residual dipolar couplings as replica-averaged
restraints in molecular dynamics simulations to determine large
amplitude motions of proteins, including those involved in the

conformational equilibria often associated to their functions.
When proteins undergo significant motions, as in the case of
RNase A considered here, the method that we have described
is highly effective in exploiting the structural and dynamical
information provided by RDCs to determine accurately con-
formational ensembles and the associated Boltzmann weights
(Figure 2d). For comparison, related methods for determining
the alignment tensor by a fit to experimental RDCs18�22 can be
expected to be accurate primarily when the conformational
heterogeneity of the solution state is limited; this is because
the experimental RDCs, which are averaged over the molecules
in solution, can be significantly different from the specific RDCs
of individual conformations in the corresponding ensemble, and
their alignment tensors can be very different from each other and
depart substantially from the average alignment tensor (Figures 1
and 3c). It should also be noted that, when the conformational

Figure 1. The alignment tensor is highly sensitive to the conformation of the protein. The preferential orientations of a protein with respect an
alignment medium, especially in electrostatic cases, can vary significantly within the conformational ensemble of the protein. Such dependence is
illustrated here by considering two conformations within the RNase A reference ensemble that have very different alignment tensors in the presence of
Pf1 (shown in surface representation on the left).
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fluctuations are of large amplitude, the structural interpretation
of RDCs that is adopted heremay raise concerns, especially when
the time scale of alignment is faster than that of interconversion
between different conformers.23 Since, however, RDCs are
measured under equilibrium conditions, the specific features of
the dynamics of the alignment process should not affect their
values. Another concern derives from the possibility of perturb-
ing the conformational properties through the process of mea-
surement itself. Also in this case, however, as long as the
interaction between proteins and alignment media is weak so
that only the orientation of the proteins with respect to an
external reference frame, but not their internal conformational
space, is altered significantly by the presence of the alignment
media. We suggest that for these reasons the structure-based
calculation of the alignment tensors implemented here to enforce
the replica-averaged RDC restraints can provide an accurate
representation of conformational equilibria.

In conclusion, we have described a method of using RDCs as
replica-averaged restraints in molecular dynamics simulations to
provide a quantitative description of the free energy landscapes
associated with large-scale motions of proteins.

’MATERIAL AND METHODS

Reference Ensemble Calculations. Unrestrained molecular
dynamics simulationswere performedwith theGromacs package.50

Two independent molecular dynamics simulations have been
carried out. In the first simulation we generated the ‘unrestrained
ensemble’, employing the all-atom Amber99SB force field51,52

and the TIP3P explicit water model,53 and in the second
simulation we generated the ‘reference ensemble’, employing
the Gromos96 force field54 and the SPCE water model.55 The
starting coordinates were derived from the crystal structure of the
RNase A (Protein Data Bank code 7RSA).56 All simulations were
carried out in the NPT ensemble with periodic boundary
conditions at a constant temperature of 300 K and pressure of
1 atm. A dodecahedron box was employed for accommodating
the protein, water molecules, and ions. Bonds were constrained
by the LINCS57 algorithm. The particle-mesh Ewald (PME)
method58 was used to account for the electrostatic contribution
to nonbonded interactions (grid spacing of 0.12 nm). Tomodel a
system at pH of 7, the protonation states of pH-sensitive residues
were set as follows: Arg and Lys residues were positively charged,
Asp and Glu residues were negatively charged, and His residues
were neutral. The protonation state of His residues was derived
by comparing high-resolution X-ray structures performed at
different pH values;59 His12 and His48 were protonated at
Nδ, and His105 and His119 were protonated at Nε. The net
charge of the protein was neutralized by the addition of Cl� ions.
Simulations were continued for 100 ns. The Gromos96 trajec-
tory was selected to provide the reference ensemble, whereas the

Figure 2. Determination of large-amplitude structural fluctuations fromRDCs. (a) Representation of the structure of RNase A (Protein Data Bank code
7RSA [32]); the pincer angle, which accounts for the large motions between the antiparallel β-sheets V1 (residues 61�63, 71�75, 105�111, and
116�12) and V2 (residues 42�46, 82�87, and 96�101), is indicated schematically. The value of the pincer angle is calculated from the three centers of
mass of the Cα-atoms of three protein regions: region 1 (V2) spanning residues 42 and 43, region 2 (hinge) spanning residues 48, 49, and 80, and region
3 (V1) spanning residues 72 and 73. (b) Pincer angle distribution in 100 ns unrestrained Amber99SB simulations. (c) Agreement (Q factor) between
RDCs of the reference and restrained ensembles (black) and the reference and unrestrained ensembles (red); dashed lines indicate bond vectors
employed as restraints. (d) Pincer angle distribution in the reference (red) and restrained (green) ensembles calculated with three alignment media and
16 replicas (Figure S6, Supporting Information); the bimodal distribution includes both closed (blue) and open (red) conformations. Thirty structures
per replica are recorded in the final part of each cycle (sampled at 300 K) of the restrained ensemble with a total of 9600 conformations.
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Amber99SB trajectory was analyzed as an unrestrained ensemble
to be compared with the restrained ensemble, which employed
the same molecular dynamics settings with the addition of the
RDC restraints (see Restrained Ensemble Calculations Section).
Restrained Ensemble Calculations. Molecular dynamics

simulations with replica-averaged RDC restraints were imple-
mented in the Gromacs package, by adopting a structure-based
calculation of the alignment tensor (see Fitting Procedure for the
Calculation of the Alignment Tensors Section). In this approach,
restraints are imposed by adding a pseudoenergy term (ERDC) to
a standard molecular mechanics force field (EMM):

ETOT ¼ EMM þ ERDC ð1Þ
The resulting force field (ETOT) was used in the molecular

dynamics simulations. The EMM that we employed was the
Amber99SB (settings as in the unrestrained simulation section),
and the pseudoenergy term is given by18�20,22

ERDC ¼ α ∑
i
ðDexp �DcalcÞ2 ð2Þ

An initial equilibration simulation at 300 K was run, during
which the agreement between calculated and experimental data,
represented by their mean square deviation, eq 2, was allowed to
converge. This result was achieved by gently raising the restraint
force constant α. Subsequently, a series of 20 cycles of simulated
annealing between 300 and 500 K was carried out to sample

effectively the conformational space. Each cycle was carried out
for a total of 250 ps (125 000 molecular dynamics steps) by using
an integration step of 2 fs. The restraints were imposed as
averages over M replicas of the protein molecule; we employed
simulations with M = 2, 4, 8, and 16. For each replica, the
alignment tensors are independently computed using a structure-
basedmethod (see Structure-BasedCalculation of the Alignment
Tensors Section) and used in eq 2.
We are planning to include the implementation of the RDC

restraints presented in thiswork in the standardGromacs distribution.
Fitting Procedure for the Calculation of the Alignment

Tensors.Whenwedid not carried out structure-based calculations of
the alignment tensor, the PALES code was used to perform calcula-
tions of the alignment tensor by fitting theRDCs to the structures.30,34

Structure-Based Calculation of the Alignment Tensors. In
order to calculate the RDCs corresponding to a given structure,
we implemented our own version of the PALES code30,34 into
the Gromacs package. We used three alignmentmedia (Table 1):
two steric (DMPC/DHPC and Pf1 at high ionic strength, Pf1-s)
and an electrostatic (Pf1-e).
Definition of Q-Factors for RDCs. The quality factor for a

given RDC (Q-factor) is defined as60

Qi ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðDref

i �Dres
i Þ2

ðDref
i Þ2

s

Figure 3. Structural accuracy of the RDC-driven sampling. (a) Time series of the pincer angle in the 100 ns unrestrained (Amber99SB) simulations
(blue line) and 2 ns restrained (Amber99SB) simulations (black line), enforcing RDCs calculated from a closed structure of RNase A; the restraint force
is gradually enforced during the first 1 ns. The red line indicates the angle value of the target structure. (b) Comparison between the RDCs of the target
closed structure (Dref), of the structures obtained in the last 1 ns of the restrained simulations (Dcalc, black dots), and of the structures selected from the
unrestrained simulations (Dcalc, red dots). (c) Principal elements of the alignment tensors as a function of the rmsd between conformations extracted
from the restrained simulation and the target structure from which the RDCs have been calculated; the plot shows the differences between fitted (Sfit)
and structure-based alignment (Sstr) tensors. (d) Comparison of the distribution of the pincer angle in the restrained ensemble obtained using only one
steric alignment medium and 16 replicas (red) with the distributions from the reference (black dot-dashed) and unrestrained (gray dashed) ensembles.
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where Di
ref is the RDC of a bond i in the reference ensemble and

Di
res is the corresponding RDC in the restrained ensemble.
Comparison of the Alignment Tensors. The independence

of the RDC sets was tested by four similarity indexes (Table 1).
In addition to standard analyses (i.e., correlation, standard
deviation, Q-factor), we introduced the normalized scalar pro-
duct of alignment tensors eigenvectors (NSPE):

NSPEab ¼ 1
3 ∑

3
i¼ 1ð dBaðiÞ 3 dBbðiÞÞ

where dBa(i) and dBa(i) represent the three eigenvectors of the
alignment tensors of the media a and b, respectively. The NSPE
index ranges from �1, for completely opposite alignment
tensors, to 1 for totally overlapping tensors.
RDCs Calculation from the Reference Ensemble. For a

given protein structure, the RDC calculated on the bond vector
between atoms P and Q is given by

DCalc
PQ ¼ � μ0γPγQ p

8π3r3 ∑
ij
Ai, j 3 cos ji cos jj ð3Þ

where A is the alignment tensor, r is the bond vector module, p is
the Planck constant, m0 is the dielectric permittivity, and γ is the
gyromagnetic radius. This formula requires the determination of
the orientation of the protein in the alignment medium, which
was done using a structure-based method (see Structure-Based
Calculation of the Alignment Tensors Section). Although we
have used a reference ensemble approach, and thus in principle
we are able to define reference RDCs for all bond vectors in the
protein, we have used only NH and CN bond vectors, which are
the most commonly measured RDCs. To ensure a realistic case,
we randomly removed 17% of the RDCs from the loop or
terminal regions of the protein, including glycine residues, which
usually give rise to signal broadening, and proline residues, which
do not have anNH group. In total we employed 610 RDC values.
In addition, a random perturbation of 0.15 Hz was applied on the
final calculated values of the reference RDCs in order to account
for experimental errors.
RDCs Calculation in the Restrained Simulations. The

restrained simulations were carried out by usingmultiple replicas,
a procedure that requires an averaging of the RDCs over the M
replicas:

DCalc
PQ ¼ � μ0γPγQ p

8π3r3 3
1
M ∑

l
∑
i, j

Aij, l 3 cos ji, l cos jj, l

ð4Þ

where l runs over the M replicas.
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ABSTRACT:The hypothetical scanningmolecular dynamics (HSMD)method is used here for calculating the absolute free energy
of binding, ΔA0, of the complex of the protein FKBP12 with the ligand SB2 (also denoted L8)—a system that has been studied
previously for comparing the performance of different methods. Our preliminary study suggests that considering long-range
electrostatics is imperative even for a hydrophobic ligand such as L8. Therefore, the system is modeled by the AMBER force field
using Particle Mesh Ewald (PME). HSMD consists of three stages applied to both the ligand�solvent and ligand�protein systems.
(1) A small set of system configurations (frames) is extracted from anMD trajectory. (2) The entropy of the ligand in each frame is
calculated by a reconstruction procedure. (3) The contribution of water and protein toΔA0 is calculated for each frame by gradually
increasing the ligand-environment interactions from zero to their full value using thermodynamic integration (TI). Unlike the
conventional methods, the structure of the ligand is kept fixed during TI, and HSMD is thus free from the end-point problem
encountered with the double annihilation method (DAM). Therefore, the need for applying restraints is avoided. Furthermore,
unlike the conventional methods, the entropy of the ligand and water is obtained directly as a byproduct of the simulation. In this
paper, in addition to the difference in the internal entropies of the ligand in the two environments, we calculate for the first time the
external entropy of the ligand, which provides a measure for the size of the active site. We obtainΔA0 =�10.7( 1.0 as compared to
the experimental values �10.9 and �10.6 kcal/mol. However, a protein/water system treated by periodic boundary conditions
grows significantly with increasing protein size, and the computation ofΔA0 would become expensive by all methods. Therefore, we
also apply HSMD to FKBP12-L8 described by the GSBP/SSBP model of Roux’s group (implemented in the software CHARMM)
where only part of the protein and water around the active site are considered and long-range electrostatic effects are taken into
account. For comparison, this model was also treated by the double decoupling method (DDM). The two methods have led to
comparable results forΔA0, which are somewhat lower than the experimental value. The ligandwas found to bemore confined in the
active site described by GSBP/SSBP than by PME, where its entropy in solvent is larger than in the active site by 1.7 and by 5.5 kcal/
mol, respectively.

I. INTRODUCTION

The central aim of this paper is to further develop our
hypothetical scanning molecular dynamics (HSMD) method
for calculating the absolute free energy of binding. To emphasize
the significance of our method, we first discuss the importance of
the problem and the properties of existing techniques.

The development of simulation methods for calculating the
affinity (free energy) of molecular binding is important for both
academic and practical reasons as tools for elucidating the
mechanisms of complex biological processes, such as the action
of hormones, the recognition of antigens by the immune system,
the catalysis of chemical reactions by enzymes, and the action of
drugs. Therefore, such methods can be used in rational drug
design, leading to various therapeutic means. It is important in
particular to devise highly accurate methods for calculating the
free energy of binding based on detailed molecular interactions
and rigorous statistical mechanics; such methods are required in
the refinement stage of screening procedures based on simplified
(fast) scoring functions. Of special interest in this category are
methods for calculating the absolute (standard) free energy of
binding of a ligand to a protein.

A great deal of work has been done in this direction, where
various techniques have been developed and applied to a wide

range of problems (see refs 1�22 and references cited therein). A
central rigorous approach is based on thermodynamic cycles,
where the interactions between the ligand and its environment
are decreased to zero in both, the active site and the bulk solution
(water), using thermodynamic integration (TI) or free energy
perturbation (FEP) procedures. However, this approach, called
the double annihilation method (DAM),1�5 is not straightfor-
ward since during the final stages of TI the ligand leaves the active
site and starts wandering within the volume, which makes it
extremely difficult to obtain converged results; also inmost of the
DAM applications, the effect of the standard state was not
applied (see ref 12 as a recent example). Still, this method has
been used successfully in recent years,8,12 where in a later study13

the effect of the standard state has been considered.
The end-point problem has been rigorously solved by adding

restraints which hold the ligand in the active site; the correspond-
ing bias introduced is later removed by releasing the restraints.
Because of the additional integration step involved, this proce-
dure is sometimes called the double decoupling method
(DDM).3�5 DDM has been developed systematically in the past
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15 years,7,9,15 where various implementation issues have been
improved and a large number of complexes have been success-
fully studied (see review in ref 9). Historically, a (translational)
restraining potential was introduced rigorously first by Hermans
and Shankar1 and extended later to a more complex system by
Roux’s group.18 Hermans and Wang were also the first to
introduce an angular restraint,19 and more restraints were added
later by Roux and Deng20,9 (see also refs 4 and 5).

Therefore, it is desirable to enrich the arsenal of methods
available in this field by developing alternative techniques that are
free from the problems discussed above and provide, in addition
to the binding free energy, other information, such as the
entropy. A step in this direction has been made in our recent
publication, where HSMD has been extended for the first time to
a binding problem, treating the avidin�biotin complex.22 HSMD
is an exact technique for calculating the absolute entropy and free
energy, which has been developed in our group over the past
several years and has been tested systematically on models of
increasing complexity, liquid argon,23 TIP3P water,23 self-avoiding
walks,24 and peptides,25 where HSMD results were compared to
those obtained by well established techniques (more accurately,
HSMCwas used in these calculations whereMonte Carlo replaces
MD). While HSMD is a general technique, which is applicable to
any system (including fluids), for a protein in explicit water, the
contribution of water to the free energy is calculated much more
efficiently by a TI (or FEP) procedure that has been incorporated
within the framework of HSMD; the combined method—called
HSMD-TI (or HSMD-FEP)—has been applied successfully to
several mobile loops in proteins.26�30

HSMD-TI consists of three stages applied to both the
ligand�solvent and ligand�protein systems. (1) A small set of
system configurations (frames) is extracted from an MD trajec-
tory. (2) The ligand’s entropy in each frame is calculated by a
reconstruction procedure. (3) The contribution of water and
protein to the binding free energy is calculated for each frame by
gradually increasing the ligand�environment interactions from
zero to their full value using TI. Because during TI the structure
of the ligand is kept fixed, the end-point problem (of DAM) does
not exist and the need for applying restraints (DDM) is avoided.
Furthermore, unlike DAM and DDM, several partial entropies of
the system are obtained directly as byproducts of the simulation,
and the method is, in particular, suitable to handle large flexible
ligands. In this study, we calculate for the first time the external
entropy of the ligand in the active site, which constitutes a
measure for the global movement of the bound ligand, thereby
providing estimation for the size of the active site. All of these
entropies provide microscopic insights into the binding mechan-
ism and are thus important in rational drug design.

In our initial avidin�biotin study22 (using TINKER31), we
weremainly interested in checking the performance of HSMD-TI;
therefore, the modeling has been somewhat limited. In particular,
only a spherical part of the tetrameric avidin, consisting of residues
within a distance of 18 Å from the center of the binding site, were
considered, and in most of the calculations, this part (the
template) was kept fixed during the simulations. Also, a compar-
able water sphere was used. Finally, long-range electrostatic effects
were ignored. Still, including the contribution of a mobile loop has
led to the experimental absolute free energy of binding.

The aim of this paper is to develop HSMD-TI further by
applying it to the protein FKBP12 bound to the ligand SB3 (see
below), where this system is described by models of various
complexities. FKBP12 is a small protein (107 residues), which

catalyzes the cis�trans isomerization of peptidyl�prolyl bonds.32

FK506 is a key drug used for immunosuppression in organ
transplant. It binds strongly to FKBP12,33 and the FKBP12/
FK506 complex, in turn, binds and inhibits calcineurin, thus
blocking the signal transduction pathway for the activation of
T-cells.34,35

Crystal structures of FKBP12 in complex with several ligands
are available,36�38 and the binding constants of the FK506-
related ligands with FKBP12 have been experimentally
determined.37 Therefore, this system has served as a rich plat-
form to test and validate different computational strategies for
estimating binding free energies.8,11,13,39�42 In particular, a set of
eight ligands complexed with FKBP12 (out of the 27 studied in
ref 37) have become the target for absolute free energy calcula-
tions by several groups who applied different methods. Wang
et al.40 have used DDM with their models—Spherical Solvent
Boundary Potential (SSBP43) and Generalized Solvent Bound-
ary Potential (GSBP44). GSBP is an example of what we call in
this paper a “model of partial structure”, i.e., a model where only
part of the protein close to the active site is considered, and this
part is covered by a relatively small sphere of water. Notice,
however, that both GSBP and SSBP take into account long-range
electrostatics (reaction field). Pande’s group and Fujitani et al.
used DAM,8,11,13,39 where the (entire) complex and the ligand in
the bulk were immersed in a box of explicit water and long-range
electrostatic effects were taken into account by periodic bound-
ary conditions with Particle Mesh Ewald (PME).45

We have decided to study the SB3 ligand, which is also called
L8 (68 atoms, Figure 1), because in the set of eight ligands, it is
the smallest for which the crystal structure of the complex is
known. As discussed later in section III.1, in preliminary studies,
L8�FKBP12 was described by a model of partial structure
handled by the AMBER 10 package46 with an empirical potential
energy—the AMBER force field,47 TIP3P water,48 and the
General AMBER Force Field (GAFF)49 for the ligand. Because
the ligand is hydrophobic, we had reasons to believe that applying
long-range electrostatic interactions would not be necessary (see
section III.1); however, the results were found to be unsatisfac-
tory. Therefore, we have decided to treat the FKBP�L8 system
(from now onwe omit “12”) with twomodels that consider long-
range electrostatics—PME implemented in the software package

Figure 1. Illustration of the FKBP12�L8 complex. The three rings of the
ligand are numbered; ring 3 is positioned at the bottom of the active site.
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AMBER46 and the SSBP/GSBP43,44 modeling, which is incor-
porated within the program CHARMM.50

II. THEORY AND METHODOLOGY

II.1. Theory of Binding. Imagine a dilute solution of a protein
(P) and a ligand (L) in a volume V in equilibrium with their
complex (PL), P + L T PL. The equilibrium constant, Kb, is
defined by the equilibrium concentrations (denoted [ ]) of these
components, Kb = [LP]/[P][L], where Kb leads to the absolute
(standard) free energy of binding, ΔA0. Since our system is
defined in the NVT ensemble, we obtain4,5

ΔA0 ¼ � kBT ln
VZPL,NZ0,N

V 0ZP,NZL,N
¼ � kBT ln

Z̅PL,NZ0,N

8π2V 0Z̅P,NZ̅L,N

ð1Þ
where T is the absolute temperature, kB is the Boltzmann
constant, and N stands for the number of solvent molecules
(water). Z = V8π2Z, where ZPL,N, ZP,N, and ZL,N are the
conformational partition functions of the complex, protein, and
ligand all in water; Z0,N is the partition function of N water
molecules in the volume. The bar means that P and L in Z are
defined by internal coordinates, where the integration (V8π2)
over the external coordinates (e.g., a reference atom and three
Euler angles defined by two more atoms) has already been
carried out, where V is the system’s volume and V0 = 1660 Å3

is the standard volume.ΔA0 is expressed in terms of Z because Z
does not depend explicitly on V, and with HSMD-TI we mainly
calculate internal entropies and free energies. Notice that the
ligand moves in the active site; i.e., ZPL,N includes a localized
ligand partition function where its coordinates can also be
divided into internal and external, where the contribution of
the latter will be calculated by HSMD (rather than analytically as
in the solvent). ΔA0 is expressed in terms of configurational
(Helmholtz) free energies, F = �kBT ln Z (and F0,N = �kBT ln
Z0,N) and an additional term

ΔA0 ¼ ðFPL, N � FP,NÞ � ðFL,N � F0, NÞ þ kBT lnð8π2V 0Þ
¼ ΔFp �ΔFsol þ kBT lnð8π2V 0Þ

ð2Þ
ΔFp andΔFsol are free energy differences defined for the protein
and solvent environments, respectively, which are calculated by
HSMD-TI. Also, the absolute Gibbs free energy ΔG0 ∼ ΔA0,
since ΔG0 = ΔA0 + P0ΔVPL where P

0ΔVPL is small and can be
neglected.4,5

II.2. The Philosophy of HSMD. The HSMD method (as well
as HSMC) enables one to calculate the absolute entropy and free
energy from a sample generated by MD,51,52 MC,53 or any other
simulation technique. HSMD is based on the fact that a system
configuration can, in principle, be generated exactly also by a
step-by-step (growth) procedure, where particles are added
gradually to an initially empty volume using transition probabil-
ities (TPs). A trivial example is an ideal chain of N bonds on a
square lattice, i.e., a chain without the excluded volume interac-
tion. An ideal chain can be simulated exactly by the dynamical
MC method where the entropy, however, is unknown; alterna-
tively, a chain configuration, i, can be constructed (from nothing)
as a randomwalk where a bond’s direction (out of four) is chosen
with TP = 1/4 and added at each step. Here, the Boltzmann
probability is known, Pi

B = (1/4)N, and thus the entropy is

known as well (S = �kB ln Pi
B). Clearly, large samples con-

structed by MC or as random walks are equivalent in the sense
that they lead to the same thermodynamic averages and
fluctuations.
While an exact growth procedure (called the exact scanning

method54,30) can be defined for any system (e.g., water, protein
in water), application of such a procedure will in general be very
inefficient. However, relying on the equivalence among exact
simulation methods mentioned above, one can assume that a
given MD (MC) sample has rather been generated by the exact
scanning method, which enables one to reconstruct each con-
formation i by calculating the TP densities that hypothetically
were used to create it step-by-step. Application of this hypothe-
tical scanning (HS) procedure is much more efficient than the
(direct) scanning method.
In practice, the product of the TPs leads to an approximation,

Pi, for the correct Boltzmann probability Pi
B, where from Pi

various free energy functionals (F) can be defined. However, no
inherent approximation is applied in the calculation of the TPs.
That is, all of the system interactions are taken into account, and
the only approximation involved is due to insufficient MD
sampling for their calculation. In this respect, HSMD is con-
sidered to be an exact method.23 More specifically, we calculate
S(nf) = �kB∑Pi

B ln Pi(nf), which constitutes a rigorous upper
bound for the correct entropy S; the larger the sample size, nf, the
better is Pi and the smaller is S(nf). Thus, one can follow the
convergence of S(nf) to S (from above) as nf is increased until the
increase in S(nf) becomes smaller than the statistical error; i.e.,
S(nf) is exact within this error (see detailed discussions related to
eqs 4, 6, and 7 below). In practice, this convergence will not be
attained satisfactorily (even though in a recent publication,
results for S(nf) of biotin were found to be close to convergence).
However, we are not interested in S(nf) itself but in the entropy
difference [ΔS(nf)], where in the application for binding, it is
between the ligand’s entropy in solvent and in the active site.
Typically, ΔS(nf) converges very rapidly as a function of nf (due
to cancellation of errors) with a statistical error that is smaller
than other errors involved in the calculation of ΔA0 (see refs
22�30 and a note in ref 55). HSMD (as well as HSMC) has
unique features: it provides rigorous lower and upper bounds for
F, which enables one to determine the accuracy from HSMD
results alone without the need to know the correct answer
(however, not all of these features are used in the present
application). Furthermore, F can be obtained from a very small
sample and in principle even from any single conformation (see
next section, and ref 23).
II.3. Fluctuations. The fact that HSMD provides an approxima-

tion for Pi
B means that the absolute entropy can be directly obtained

and that the free energy, F, can in principle be calculated from a
single conformation and in practice from a small sample. This stems
from the fact that if the energy, Ei, and Pi

B (= exp(�Ei/kBT)/Z) of
any structure i are known, the total free energy of the system, F, is
known as well, since Fi = Ei + kBT ln Pi

B = Ei + kBT(�Ei/kBT �
ln Z) = �kBT ln Z = F; in other words, the exact F has zero
fluctuation.56,57 (While this may look strange, one should bear
in mind that the calculation of Pi

B for a single conformation
depends on the entire ensemble through its normalization factor,
which is the partition function.) Still, for an approximate Pi the
fluctuation of F(Pi) is finite, but it is expected to decrease as the
approximation improves, i.e., as Pi f Pi

B where the required
sample size decreases as well.56,57,23 Notice, however, that unlike
the free energy discussed above, the entropy (and energy) cannot
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be obtained from an arbitrary single structure but should be
calculated from a Boltzmann sample. We shall return to this
matter in section II.6.
II.4. The Reconstruction Procedure for Binding. The pro-

cess starts by carrying out two productionMD runs of the ligand in
water and the protein�ligand complex in water. From these
trajectories, we determine two sets of ns equally spaced frames
(snapshots) for later reconstruction and TI calculations by HSMD-
TI. As discussed earlier, in the reconstruction process, one seeks to
calculate the Boltzmann probability densityPi

B related to each of the
frames, as a product of transition probabilities (TPs). For simplicity,
we describe this procedure as applied to the ligand in water, where
the ligand can be any organic molecule (e.g., L8). For this system
(ligand in water), it is convenient to reconstruct the ligand
conformation first, followed by the reconstruction of the configura-
tion, xN, of the N water molecules.22,26�30

In the next step, we identify theK (internal) dihedral and bond
angles ordered along the chain where their set is denoted by [αk],
k = 1...K. We then denote the ordered heavy atoms (and polar
hydrogens) along the chain by k0 = 1...K/2; we shall see below
that in the reconstruction process the position of atom k0 is
determined solely by the dihedral and bond angles, k � 1 and
k (k = 2k0), respectively, and the bond length rk0 with the Jacobian
rk0

2 sin αk. The calculation of the TPs depends on the fluctua-
tions in these three coordinates. However, bond stretching is
ignored because in general it contributes very little to entropy
differences58�60 (notice, however, that bond stretching can
straightforwardly be implemented within HSMD; see eq 9
below); therefore, in practice, the only variables considered are
αk�1 and αk, and for the sake of completeness in the calculations,
we use the Jacobian Æræ2 sin αk, where the constant Æræ = 1.6 Å is
an average value that appears for the ligand in the protein and the
solvent environments and thus gets canceled in entropy differ-
ences. We then calculate the variability range

Δαk ¼ αkðmaxÞ � αkðminÞ ð3Þ
where αk(max) and αk(min) are the maximum and minimum
values of αk found in each sample.
Each of the system configurations (frames; [αk]),x

N; denoted i
for brevity) is reconstructed in two stages, where the ligand
structure is reconstructed first followed by the reconstruction of
the water configuration. Because the position of atom k0 is defined
by a dihedral and a bond angle, one has to calculate their TP
simultaneously. Thus, at step k0 (k = 2k0) of stage 1, k � 2 angles
αk�2 3 3 3α1 have already been reconstructed, and the TP density
of αk�1αk, F(αk�1αk|αk�2, ..., α1), is calculated from an MD run,
where the entire future of the ligand and water is moved [i.e.,
ligand’s atoms k0, k0 + 1, ...K/2 and their connected hydrogens, and
all the water molecules] while the past (ligand’s atoms 1, 2, ..., k0 �
1 and their connected hydrogens) are held fixed at their values in
conformation i (see Figure 2 in ref 29 and a note in ref 61). By
considering a future conformation every 20 fs, a sample of size nf is
generated. Two small segments (bins) δαk�1 and δαk are
centered at αk�1(i) and αk(i), respectively, and the number of
simultaneous visits, nvisit, of the future chain to these two bins
during the simulation is calculated. One obtains22,26�30

Fligandðαk�1αkjαk�2, :::,α1Þ≈ FHSðαk�1αkjαk�2, :::,α1Þ

¼ nvisit=½nfδαk�1δαkJ�
ð4Þ

where FHS(αk�1αk|αk�2, ..., α1) becomes exact for very large
nf (nf f∞) and very small bins (δαk�1, δαk,f 0). This means
that in practice FHS(αk�1αk|αk�2, ..., α1) will be approximate due
to insufficient future sampling (finite nf) and relatively large bins
(where their optimal size depends on nf). The Jacobian is J = Æræ2
sin αk. The corresponding probability density related to the
ligand’s conformation is

FHSðαK , :::,α1Þ ¼ FHSð½αk�Þ ¼ YK � 1

k¼ 1, 2
FHSðαkαkþ1jαk�1, :::,α1Þ

ð5Þ
FHS([αk]) defines an approximate entropy functional denoted
Sligand
A , which can be shown (using Jensen’s inequality, see ref 23)
to constitute a rigorous upper bound for the correct Sligand

SAligand ¼ � kB
Z

m
FBligandð½αk�Þ ln FHSð½αk�ÞJ d½αK � ð6Þ

FligandB ([αk]) is the Boltzmann probability density of [αk], and J is
the Cartesian to the internal coordinates Jacobian. (Sligand

A g Sligand
is also known as the Gibbs’ inequality). Being an upper bound
suggests that Sligand

A will decrease as the approximation improves. It
should be noted that Sligand

A is defined by our procedure and can be
viewed as the conformational internal “entropy of mean force”,
which constitutes ameasure of a pure geometrical character for the
flexibility of the ligand; it is estimated by Sligand

A from an MD
(Boltzmann) sample of size ns

S̅Aligand ¼ � ðkB=nsÞ ∑
ns

t¼ 1
ln FHSðtÞ ð7Þ

Notice again that Sligand
A is the internal entropy of the ligand.

The internal entropy of the ligand in the active site is calculated in
the same way, where, however, the future includes the waters as
well as the protein atoms, which are all moved by MD in the
reconstruction process. We denote the entropies of the ligand in
the protein and the solvent (water) environments by Sligand

A (p)
and Sligand

A (sol), respectively, where our main interest is in their
converged difference ΔSligand, which is expected to be the exact
difference within the statistical error (see discussion in section
II.2 and ref 55)

ΔSligand ¼ SAligandðsolÞ � SAligandðpÞ converged ð8Þ
Thus, we calculate Sligand

A (sol) and Sligand
A (p) for increasing nf and

decreasing bins, verifying that both entropies decrease mono-
tonically as the approximation improves; i.e., both approach the
correct values from above (notice again that the commanding
parameter is nf where the bin size should correspond to the given
statistics (nf), and it cannot be decreased independently).
Typically, the convergence of ΔSligand

A is much faster than that
of the individual entropies, due to cancellation of comparable
errors in Sligand

A (sol) and Sligand
A (p). Thus, one can obtainΔSligand

in a desired accuracy, when the changes in the improved values of
ΔSligand

A are smaller than a given statistical error (notice that this
error also depends on the sample size, ns, and other simulation
parameters). The range of errors obtained in our previous work
has been 0.2�1 kcal/mol. Therefore, HSMD is considered to be
an exact procedure.
Two comments should be made. First, besides Sligand, one

should also include in ΔA0 (eq 2), the contribution of the
ligand�ligand energy, Eligand�ligand, which is averaged over the
samples of the two environments (of size ns) leading to
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Eligand�ligand(sol) and Eligand�ligand(p). Second, notice that the
effect of bond stretching can be considered by defining a bin δrk0
around the existing k0th bond length, rk0 (with the related
Jacobian, J = rk02 sin αk), and eq 4 becomes

Fligand ¼ nvisit=½nfδαk�1δαkδrk0 J� ð9Þ

where nvisit is the number of simultaneous visits of the future chain
to the three bins.
II.5. Entropy of the External Coordinates. To calculate the

external entropy within the framework of HSMD, one defines
initially three successive atoms of the ligand (with coordinates x1,
x2, and x3 in the laboratory frame) where the TPs for conforma-
tion i are based on a small cube (bin) of volume Vcube around x1
and a small bin for each of the Euler angles. More specifically, to
be consistent with the reconstruction of the internal coordinates,
the position of atom 1 (x1) is expressed by spherical coordinates.
Thus, one determines three fixed points in space with coordi-
nates y1, y2, and y3, which together with x1 define a “dihedral
angle” α1 (based on y1, y2, y3, and x1), a “bond angle” α2 (based
on y2, y3, and x1), a distance r = |x1� y3|, and their corresponding
bins (see Figure 2); these bins together with the Jacobian, r2

sin(α2), defineVcube(i) of ligand conformation i. The contribution
of atom 1 to Sexternal [denoted Sexternal(1)] is based on eq 9, where
the occupancy, nvisit, of x1 in Vcube(i) is obtained by generating nf
future conformations of the entire ligand (and environment);
Sexternal(1) is averaged over the sample of ns frames. Notice that
for the ligand in solvent such calculation would be very time-
consuming and not necessary because the result TP = 1/V is
known analytically.
After atom 1 has been reconstructed, it becomes fixed at its

position in conformation i and the contribution of atom 2 is
calculated. Thus (assuming that r = |x2 � x1| is constant), one
defines a dihedral angle α3 (based on y2, y3, x1, and x2) and a
bond angle α4 (based on y3, x1, and x2) with their bins and the
Jacobian, r2 sin(α4), where r

2 = 1. [r2 = 1 because we calculate
only the angular contribution, i.e., for a partial spherical surface of
radius r = 1; this is compatible with the solvent side, where a (very

long) such simulation would lead to the (analytically known)
TP = 1/4π.] On the protein side, one obtains Sexternal(2) through
eq 4.
Finally, the contribution of atom 3 is considered by defining

the pair α5 (y3, x1, x2, and x3) and α6 (x1, x2, and x3) (assuming
that r = |x3 � x2| is constant). However, only the effect of the
dihedral α5 is considered (using eq 4) by defining an artificially
large bin for the bond angle α6 where the corresponding
contribution is Sexternal(3). Here, the Jacobian is r2 sin(α6) = 1,
which is again compatible with the solvent side where a long
reconstruction simulation would lead to the analytically known
TP = 1/2π.
One can define the external entropy for the ligand in solvent

as �kBT ln[1/(V8π2)] where 1/(V8π2) is the product of the
above three TPs; however, this entropy is already included in
eq 1. Correspondingly, the sum of the three external entropies
calculated above for the ligand in the protein environment leads
to Sexternal

Sexternal ¼ Sexternalð1Þ þ Sexternalð2Þ þ Sexternalð3Þ ð10Þ
where Sexternal constitutes a measure for the conformational
freedom of the ligand in the active site; hence, it provides some
estimation for the size of the latter.
It should be pointed out that because with HSMD the whole

future is scanned, the reconstruction procedure can in principle
be started from any atom, i.e., from the “first” atom of a chain-like
ligand, from the “last” one (in an opposite direction), or from any
middle atom, where the order in which the two branches are
reconstructed is arbitrary. In practice, a large enough nf is
expected to lead to close results for Sligand

A + Sexternal based on
different starting atoms (this choice of atoms might lead to
different computational efficiencies; however, this issue has not
been studied by us as yet). Also, because the reconstruction
process treats all atoms in a successive manner, the three
reference atoms should be nearest neighbors along the ligand,
and the position of the first atom should preferably be chosen in
such a way that Sexternal will best express the global movement of
the ligand in the active site. While an ideal first (global)
coordinate would be the center of mass, this coordinate is
inadequate due to its constant change during reconstruction.
We shall see later that to achieve this goal the reference atoms of
L8 are defined close to the middle of the chain.
II.6. HSMD-TI. After a ligand conformation i (say, in solvent)

has been reconstructed, one should reconstruct the water con-
figuration xN(i) in the presence of a fixed ligand structure,23

which would lead to Fwater(i) and to the contribution, Fi, to the
free energy, F:

Fi ¼ ½Ewater�waterðiÞ þ Ewater�ligandðiÞ � kBT ln FwaterðiÞ�
þ ½Eligand�ligandðiÞ � TSAligandðiÞ� ¼ FwaterðiÞ þ FligandðiÞ

ð11Þ
where, for large nf [defined also for Fwater(i)], FifF (see
discussion in section II.3). However, reconstructing Fwater(i)
would be a time-consuming process that would be necessary for
calculating the absolute value of FL,N (eq 2). Nevertheless,
Fwater(i) can also be obtained by a TI procedure where an ideal
gas (inN, V, and T) is gradually transformed first to liquid water,
leading to F0,N (eq 2); then the ligand�water interactions are
turned on and are integrated to their full value, leading to Fi

TI(sol),
which for a long integration is equal to Fwater(i) (eq 11). Therefore,

Figure 2. Reconstruction of the external coordinates. x1, x2, and x3 are
the coordinates of three (successive) reference atoms on ring 3 of the
ligand; y1, y2, and y3 are three fixed positions in space. The position x1 is
defined by “dihedral angle” α1, “bond angle” α2, and r=|x1-y3|. In the
reconstruction of the internal coordinates the right branch is treated first.
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the water contribution to the differenceΔFsol = FL,N� F0,N (eq 2)
can be calculated for each of the ns configurations i by a TI
procedure in which the already reconstructed ligand conformation
[αk] is kept fixed and the water�ligand interactions are increased
gradually from zero to their full values, leading to Fi

TI(sol); in
practice, however, it is easier to decrease these interactions to zero
(using λf0), obtaining the negative of Fi

TI(sol). This elimination
of the ligand�environment interactions by TI is expected to be
physically more reliable than building them from zero. In the latter
case, one can encounter unphysical situations, where, for example,
too many water molecules are trapped in the active site after
integration. Thus, we carry out only the elimination TI but for
quite a few different ligand structures, averaging the results where
their standard deviation defines the error.
This suggests that, in principle,ΔFsol can be obtained from any

single configuration i by using large enough nf for calculating
Sligand(i) (eqs 6 and 7) and long enough integration, which leads
to accurate Fi

TI(sol) (see discussion in section II.3). In practice,
however, the results are averages over a relatively small sample
size 10 e ns e100, where the errors are defined by sd/(ns)

1/2,
where sd stands for the standard deviation (see section II.3);
sdf0 as nf and the integration time increase. In the protein
environment, one obtains in the same way Fi

TI(p) by eliminating
the ligand�protein and ligand�water interactions. Technically,
the charges are eliminated first, followed by elimination of the
Lennard-Jones (LJ) potential, using a soft-core potential. With
TSexternal, ΔA

0 (eq 2) becomes

ΔA� ¼ ΔFp �ΔFsol þ kBT lnð8π2V 0Þ � TSexternal

¼ ½Eligand�ligandðpÞ � TSligandðpÞ þ FTIðpÞ�
�½Eligand�ligandðsolÞ � TSligandðsolÞ þ FTIðsolÞ�
þ kBT lnð8π2V 0Þ � TSexternal ¼ ΔEligand�ligand � TΔSligand

þΔFTI þ kBT lnð8π2V 0Þ � TSexternal ð12Þ
where all of the quantities (defined earlier) are averages over ns
snapshots and Δ denotes differences in the corresponding
variables (protein� solvent); the errors of ΔA0 and its different
components are obtained from the standard deviations (sd)
divided by (ns)

1/2. Notice again that V08π2 and the term in the
logarithm of Sexternal have the same dimensions, which disappear
in the difference.

III. RESULTS AND DISCUSSION

III.1. Preliminary Studies without Long-Range Electro-
statics. Because L8 is an uncharged hydrophobic ligand, we
had reasons to believe that describing the complex with a good
model of partial structure (where the whole protein is consid-
ered, it is covered with water, and cut-offs on nonbonded
interactions are not imposed), long-range electrostatic interac-
tions would not be significant, and they would get canceled in
free energy differences. Previous binding studies of models of
partial structure have been found to be successful.3,62

Thus, we studied initially this system using the AMBER 10
package,46 where due to its small size, the whole complex was
considered (PDB code 1fkg, 1974 atoms). Around the active site,
we defined a TIP3P48 water sphere of 22 Å radius (658
molecules), which covered the whole protein (because the
protein was not soaked in a large container of water, we consider
this system a model of partial structure). For simulations of the
solvated ligand, a sphere of 22 Å radius was used, containing 1310

waters. The protein was modeled by the AMBER99 force field47

and the ligand by GAFF49 (with the AM1-BCC partial charges).
No cut-offs on nonbonded interactions were imposed. While this
model includes a large part of the system, the HSMD-TI results
obtained for the absolute free energy were too high (in the best
case favoring unbinding by 5 kcal/mol) even after several
attempts to optimize the structure of the ligand in the complex
by minimizing the ligand�environment interaction energy prior
to the production run. No improvement could be achieved also
by charging the neutral histidines or adding chlorine ions to
neutralize the total charge of the system.
Asmentioned in the Introduction, these studies have led to the

conclusion that long-range electrostatics should be considered,
and below we describe the application of HSMD-TI to
L8�FKBP modeled by periodic boundary conditions with
PME. Results are also provided later for this system modeled
by SSBP/GSBP.43,44

III.2. Studies with Long-Range Electrostatics (PME). To
apply PME, we also used the AMBER 10 package along with the
AMBER99 and GAFF force fields (including TIP3P water) and
the crystal structure described above. The unit cell of the periodic
system was defined by constructing a truncated octahedron
around the protein which was filled with 4581 water molecules.
The minimum distance between the protein and the walls of the
cell was 11 Å (this cell size is comparable to that used in previous
studies of L8; also, to be compatible with these studies, the three
histidine residues have positive charge). To neutralize the system,
four chloride counterions were added at random locations. The
periodic boundary conditions were defined by the PME
algorithm,45 with a cutoff of 10 Å. This system was optimized in
several stages, starting with a short simulated annealing protocol
consisting of energy minimization, where 104 steepest descent and
104 conjugate gradient steps were performed. Then, usingMD, the
system was heated to 600 K over 12 ps (using the Berendsen
thermostat63 with a 2 ps time constant), slowly cooled down to
100 K (28 ps), cooled down further (5 ps) with a smaller time
constant (1.0 ps), and finally driven to 0 K with an even smaller
time constant of 0.1 ps for another 5 ps. The time step during this
process was 1 fs, and the SHAKE63 algorithm was applied to all
hydrogens in all our studies.
Next, we performed a temperature and pressure equilibration

to 300 K and 1 atm, for 50 ps, using a Berendsen thermostat time
constant of 1.5 ps and a weak coupling isotropic barostat with a
relaxation time of 2 ps; the time step here was 2 fs. Finally, a 2 ns
constant volume production run at 300 K (time step of 2 ps) was
carried out, where the first 0.4 ns trajectory was used for
equilibration. From the latest 1.6 ns, a frame was extracted every
40 ps, thus obtaining a sample of ns = 40 frames. These frames
were analyzed by our HSMD-TI procedure.
A similar procedure was applied to the solvent system

consisting of L8 without the protein, which was solvated with
631 water molecules in a truncated octahedron. No counterions
were added to this neutral system. Again, 40 frames were
determined for this system as well. It should be pointed out that
we have checked the movement of the ligand in the 2 ns MD
trajectories using computer graphics. Rings 1 and 2 and the linear
part of the peptide that starts from ring 3 (see Figure 1) were found
to fully rotate in both the solvent and protein, where the ligand in
solvent showed a random coil behavior. We therefore consider
the 2 ns trajectories to be reasonably long for the present study,
which is mostly concentrated on the development of HSMD-TI
for various realistic models.



4202 dx.doi.org/10.1021/ct2004897 |J. Chem. Theory Comput. 2011, 7, 4196–4207

Journal of Chemical Theory and Computation ARTICLE

III.3. Calculation of Entropy. L8 consists of three rings
denoted 1�3 (Figures 1 and 2), where ring 3 is located deep
in the active site as a basis for the two subchains which point to
the outside of the pocket. Therefore, we defined the second
carbon of ring 3 as the first reference atom (with coordinates x1,
see section II.5). This allows defining a physically meaningful
external entropy which is related to the global movement of L8 in
the active site. We first discuss results for the internal entropy.
We reconstructed ns = 40 L8 conformations (denoted i) in both,
the solvent and the protein, where 31 atoms (k0 = 1, ..., 31) and 62
angles αk (1e keK = 62) participate in the reconstruction (see
section II.4). Each reconstruction step (out of 31) starts from
conformation i with a 120 ps production run where a future L8
conformation is stored every 20 fs for a later analysis; thus, the
total sample for each step consists of nf = 6000 future conforma-
tions, where the first 200 are usually dropped as part of the
equilibration. The number of counts, nvisit (eq 4), for each pair of
bins is calculated, leading to TPk0, where the product of the 31
TPs is the distribution, FHS (eq 5), which leads to the entropy, SA

(eqs 6 and 7). This reconstruction is significantly larger than the
14-atom reconstruction performed previously for biotin.22

In practice, the calculation is done in two stages, where in stage
1 we carry out the reconstruction simulations. Thus, for the 31
reconstructed atoms, 31nf future chains are generated for snap-
shot i, and their coordinates are stored in a file for a later analysis
in stage 2. Stage 1 can be performed in a straightforward way with
any of the available programs, AMBER, TINKER, CHARMM,

etc. In stage 2, the files generated in stage 1 are read by an analysis
program, which enables one to calculate the transition probabil-
ities and to study the behavior of Sligand

A (eq 7), ΔSligand
A (eq 8),

and Sexternal (eq 10) as a function of various parameters (e.g., bin
size, ns, and nf) without the need to carry out additional (stage 1)
runs. This free program with a tutorial and explanations appears
at http://www.ccbb.pitt.edu/Faculty/meirovitch/reconstruc-
tion-web/reconstruction-web.html.
III.4. Results for the Internal Entropy. Results for

Sligand
A (eqs 6 and 7) are presented in Table 1. It should be
noted that the angles (αk) are calculated in radians, which can lead
to negative entropies (in contrast to our previous studies where
using degrees led to positive entropies22,25�29). This is not
unexpected, as Sligand

A (sol) is defined up to an additive
constant, and we are interested only in entropy differences
ΔSligand (eq 8) where this constant cancels out. As expected
by theory, the results for Sligand

A decrease systematically as the
approximation improves, i.e., with increasing nf, but they
remain unchanged as a function of δ. However, these results
have not converged even for nf = 6000. On the other hand, the
corresponding results for ΔSA show convergence to 1.7 ( 0.2
kcal/mol, which is thus considered to be the exact result. This
relatively small difference might seem surprising, but as pointed
out in section III.2, computer visualization shows that the two
subchains (branches) of the ligand that protrude from the active
site have significant conformational freedom, where rings 1 and 2
perform full rotations like in solvent.
III.5. Results for the External Entropy. The contributions of

the three reference atoms to the external entropy appear in
Table 2 as a function of nf and only a single bin size Δαk/60,
because exactly the same results (within the statistical errors)
were obtained for bin sizes within the range Δαk/30 to Δαk/90.
As expected, for each atom, the entropy decreases as the
approximation improves, i.e., as nf increases; however, the results
have not completely converged even by increasing the maximal nf
to 12 000. The space covered by these variables can be estimated
from eq 4, using the results obtained for the largest bin, Δαk, for
which nvisit/nf = 1, or more specifically by calculating exp(TSA/
0.6), whereTSA stands for the results in the table and kBT = 0.6 at
300 K. Thus, atom 1 visits a volume of∼14 Å3 where the “bond
angle” and “dihedral angle” related to atom 2 cover together 7.2%
of 4π (=12.6) and the range of change of the dihedral angle of
atom 3 is∼48�. However, the results for atom 2 and 3 should be
considered as lower bounds since the predecessor atoms, 1 and 2,
respectively are held fixed.
III.6. TI Results. To each of the ns = 40 frames of the solvent

sample we applied a TI procedure where the ligand�water
interactions were turned off gradually for a fixed L8 structure;
for the 40 frames of the protein environment, we decoupled both
the ligand�water and ligand�protein interactions. Using a param-
eter λ, 0e λe 1, the electrostatic interactions were decoupled first
followed by decoupling the Lennard-Jones (LJ) potentials (in the
presence of zero electrostatic interactions). In all, 30 λ values
(windows) were used, 13 for the electrostatic interactions (λ =
0.01, 0.05, 0.10, 0.20, 0.30, 0.40, 0.50, 0.60, 0.70, 0.80, 0.90, 0.95, and
0.99) and 17 for LJ (λ = 0.01, 0.03, 0.07, 0.10, 0.15, 0.20, 0.30, 0.40,
0.50, 0.60, 0.70, 0.80, 0.85, 0.90, 0.93. 0.97, and 0.99). In the LJ
integration, weused a soft-core potential based onδ=3Å2.29,64 For
a given frame (i), each integration step (window) always started
from the (initial) structure of i according to the corresponding step
potential energy [E(λ)], followed by a 120 ps production run,
where the initial 20 ps are discarded for equilibration.

Table 1. Results for the Internal Entropy Sligand
A of the Ligand

in the Solvent and Protein Environments and the Difference
ΔSligand

A = Sligand
A (sol) � Sligand

A (p) Obtained with AMBER99/
PMEa

bin size, δ nf TSligand
A (sol) TSligand

A (p) TΔSligand
A

Δαk/30 1000 3.2 0.8 2.4

2000 �10.5 �12.7 2.2

3000 �18.4 �20.2 1.8

4000 �23.4 �25.3 1.9

5000 �27.3 �29.2 1.9

6000 �30.4 �32.3 1.9

Δαk/60 1000 3.2 0.9 2.3

2000 �10.7 �12.9 2.2

3000 �18.5 �20.3 1.8

4000 �23.5 �25.4 1.9

5000 �27.5 �29.3 1.8

6000 �30.7 �32.4 1.7

Δαk/90 1000 3.1 0.8 2.3

2000 �10.7 �12.8 2.1

3000 �18.5 �20.3 1.8

4000 �23.6 �25.5 1.9

5000 �27.8 �29.5 1.7

6000 �30.9 �32.6 1.7

converged 1.7 ( 0.2
aThe results were obtained by reconstructing ns = 40 structures of L8
selected homogeneously fromMD samples of 1.6 ns for the solvent and
in the protein environments. The results are calculated as functions
of δ =Δαk/l and nf (eq 4)—the bin and sample size of the future chains,
respectively. Sligand

A is defined up to an additive constant that is expected
to be the same for both environments. The (best) results for nf = 6000
are bold-faced.
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The results for FTI obtained by eliminating the charge (ch) and
the LJ also include ligand�ligand contributions,65 and because
the conformations are fixed, these contributions constitute part
of the ligand�ligand interaction energy. To calculate these
energies, we generated two samples of the ligand in vacuum
by removing the protein and water and applied TI to both
(vacuum) samples. We have found the average result in solvent
to be lower by 0.2 kcal/mol than the protein result. These very
close results were subtracted from the original FTI values, and the
subtracted values are provided in Table 3, leading to ΔFTI =
FTI(p) � FTI(s) = �21.1 kcal/mol (this result is expected to be
converged as �20.6 was obtained for 60 ps runs). The ligand�
ligand energy Eligand�ligand in Table 4 considers only the total
bonded energy of the ligand, Ebond(p) = 64.6 and Ebond(s) = 64.0,
i.e., ΔEbond = 0.6 kcal/mol.
Table 4 presents several energetic and entropic components

that lead to our estimation of the absolute binding free energy,
ΔA0 =�10.7( 1.0 kcal/mol, which within the error bars is equal
to the experimental values �10.9 (ref 37) and �10.6 (ref 66)
kcal/mol. Notice, however, that the results for �TSexternal
(Table 2) have not been converged, and we have estimated
this uncertainty by specifying an increased statistical error
of (0.5 kcal/mol to TSexternal. This nonconvergent result is due
to insufficient future sampling (too small nf), whereas the number
of frames studied, ns = 40, is adequate. In fact, as discussed in
sections II.3 and II.6, HSMD-TI requires a relatively small
sample (number of frames). Indeed, the result for ΔFTI

(eq 12) is based on ns = 20 frames, where ns ∼ 15 has led to
the same result. While the entropy in principle requires larger
samples than the free energy, converging results forΔSligand have
been obtained for ns ∼ 40.
Our result, ΔA0=�10.7( 1.0 kcal/mol, should be compared

to results obtained by other methods. Pande’s group applied
DAM to a set of eight ligands bound to FKBP using the AMBER
and GAFF force fields, where the ligand�environment interac-
tions were eliminated with FEP rather than TI. In their first
paper,8 they obtained for L8 ΔA0 = �7.3 kcal/mol without

considering the standard state contribution. Much better results
have been obtained for these eight ligands in their following
paper,13 where ΔA0(L8) = �10.5 ( 0.26 kcal/mol. However,
we feel that the active site volume, Vb, defined in ref 13 is too large
depending strongly on the ligand size. Indeed, for all eight ligands,
Vb is larger thav V0 where the maximal ratio is Vb/V0 ∼ 2.8.
In a third study by Fujitani et al.,12 the force field was changed

and the standard state correction was not applied; for L8, they
obtained ΔA0 = �10.1 kcal/mol. Using DDM and the SSBP/
GSBP modeling, Wang et al.40 obtained ΔA0 = �10.3 kcal/mol
with errors of (0.4 and (1.2 kcal/mol depending on the initial
equilibration method. It should be pointed out that they used a
flat bottom restraining potential on all symmetric units (rings)
which might affect the entropy difference, ΔS (eq 8), hence the
binding free energy. We also mention the results of Lamb et al.,42

who applied LIE67 with various sets of parameters obtaining
results for ΔA0(L8) between �10.1 and �10.3 kcal/mol. It
should be noted that in our calculations none of the restrictions
mentioned above have been imposed.
III.7. DDM Results Obtained with SSBP/GSBP. The use of

PME requires treating the entire protein soaked in (typically)
thousands of water molecules; hence for a large protein applica-
tion of HSMD-TI (as well as other techniques), is expected to
become time-consuming. This is the reason why we have studied
initially the avidin�biotin complex with a model of partial
structure, where only protein atoms and waters close to the
active site were considered. However, the unsatisfactory results
(discussed in section III.1) obtained for FKBP�L8 suggest that
taking into account long-range electrostatic effects is imperative.
Models of partial structure that take into account long-range
electrostatics (the reaction field) have been developed, in
particular by Warshel’s group (the program MOLARIS68�70)
and the SSBP/GSBP models mentioned earlier.9,43,44

Therefore, we decided to apply HSMD-TI to the complex
FKBP�L8 modeled by GSBP, where L8 in a solvent is modeled
by SSBP; the relevant computer programs are included in the
software package CHARMM.50 While this system has already
been studied by Wang et al.40 using DDM, we have decided to
apply DDM again where some of the parameters differ from
those used by Wang et al. This would help us get a feel for the
sensitivity of the model and establish a set of results that will be
compared to later results obtained by HSMD-TI.
First, instead of using the GAFF parameters,49 the force-field

parameters for the ligand were taken from the CHARMM
general force field,71 and the charges of the histidine residues
were kept neutral. Most importantly, our DDM procedure is
based on a single harmonic distance restraint with a force constant,
Kr = 7 kcal/(molÅ2) (as compared to several different restrains
applied by Wang et al.40); finally, no flat-bottom restraining
potential was imposed on all symmetric units (rings).40

Table 2. External Entropy for the Three Reference Atoms
Based on AMBER99/PMEa

bin size, δ nf TSligand
A (1) TSligand

A (2) TSligand
A (3)

TSligand
A

(total)

Δαk/60 2000 1.3 �0.1 0.7 1.9

4000 1.0 �0.6 0.2 0.6

6000 0.8 �0.8 0.0 0.0

8000 0.7 �0.9 �0.2 �0.4

10000 0.6 �1.1 �0.3 �0.8

12000 0.5 �1.2 �0.4 �1.1

Δαk 12000 1.6 �0.06 �0.1 1.4

space

covered

14.4 Å3 0.90 out of

4π = 12.6 (7.2%)

48�

aThe results are based on the 40 structures of L8 in the active site used to
calculate the internal entropy (Table 1); they are presented for bin sizesδ=
Δαk/60 andΔαk (eq 3) and nf (eq 4)—the sample size of the future chains
with a maximal value of 12 000. Sligand

A (1) is the entropy related to
the volume occupied by the first atom. Sligand

A (2) is related to the “bond
angle” and “dihedral angle” of atom 2 and Sligand

A (3) to the dihedral angle
of atom 3. In the last row, we provide the space covered by the variables of
each atom. The statistical error for �TSligand

A (total) is 0.5 kcal/mol. The
(best) results for nf = 12000 are bold-faced, whereTSligand

A (total) =TSexternal.

Table 3. AMBER99/PME Results for the Free Energy, FTI

in kcal/mol, Obtained by TI for the Protein and the Solvent
Environmentsa

FTI(ch) FTI(LJ) FTI

protein �25.9 ( 0.4 �15.6 ( 0.9 �41.5 ( 0.7

solvent �20.2 ( 0.2 �0.2 ( 0.2 �20.4 ( 0.2

Δ = prot � sol �5.7 ( 0.4 �15.4 ( 0.5 �21.1 ( 0.5
a FTI(ch) and FTI(LJ) are free energies calculated by TI by eliminating
the electrostatic and LJ interactions, respectively, based on ns = 20
structures for each environment. FTI is their sum.
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The results which appear in Table 5 are averages of five FEP
runs. Notice that with the GSBP/SSBP software the ligand�
environment interactions are eliminated in the following order:
electrostatic, attractive LJ, and repulsive LJ. The equations
below are based on the notation of ref 5 (eqs 29�31), but to
simplify the presentation, we define several more notations.
Thus, ΔAS(FEP) � ΔAI

0 (ref 5) and ΔAp (FEP) stand for the
free energy change due to the elimination of the ligand�environ-
ment interactions in the solvent and the protein, respectively.
ΔAR is the free energy due to the application of the restraint,
andΔAτ

0 is the free energy due to the release of the restraint plus
the effect of the standard state volume. Z is the partition function,
Z = 8π2VZ (see eq 1)

ΔA0
I ¼ � kBT ln

ZL, 0Z0,N

ZL,N
¼ ΔASðFEPÞ

ΔA�, 0
II ¼ � kBT ln

ZP:::L,N

ZPL,N
¼ ΔAR þ ΔAPðFEPÞ

ΔA0
τ ¼ � kBT ln

V 0ZP,NZL, 0

VZP:::L,N
¼ � kBT ln

V 0Kr
3=2

ð2πkBTÞ3=2
ð13Þ

where the free energy of binding ΔA0 is

ΔA0 ¼ ΔA0
1 �ΔA�, 0

II �ΔA0
τ ð14Þ

The systems were simulated by Langevin dynamics at T = 300 K
with a friction coefficient of 5 ps�1. For each environment, five
initial configurations were selected from the last 2 ns of a 4 ns run
(where the first 2 ns were used for equilibration). The solvent
system (described by SSBP) consists of 1000 TIP3P water
molecules within a sphere of∼20 Å, whereas the protein system
(described by GSBP) contains 325 waters within a sphere of∼15
Å. The elimination of the L8�water interactions was carried out
in 20 windows for each type of interaction (electrostatic, attractive
LJ, and repulsive LJ) where for each window the first 60 ps were
used for equilibration and the next 120 ps for production. The

different FEP results appear in Table 5 where ΔA0 =�14.4 kcal/
mol is expected to be a converged value, asΔA0 =�15.3 kcal/mol
has been obtained from an initial limited study based on 30 ps
equilibration and 30 ps production (FEP) runs.
The fact that the binding free energy, �14.5, is still lower

by ∼3.5 kcal/mol from the experimental value (hence from the
very good result obtained by Wang et al.40) can be attributed to
the following: (1) Only a single (distance) restraint was applied
which cannot restrict adequately the conformational freedom of
the ligand in the active site. A better restriction was achieved by
Wang et al. who used several restraints (among them an orien-
tational restraint). (2) Wang et al. applied a flat-bottom restrain-
ing potential on all symmetric units (rings). (3) They used the
GAFF parameters and probably charged histidines. However,
another reason for the computational/experimental disagree-
ment might be an inaccurate water density around the protein in
our calculations. We have found that the results are sensitive to
this density, which is difficult to apply accurately to the relatively
small protein system. This is probably the reason why Roux and
Deng have introduced a grand-canonical procedure to control
the water density.72 Moreover, below, we demonstrate that
application of HSMD-TI to the same model (FKBP�L8 de-
scribed by SSBP/GSBP) leads to aΔA0 value comparable to that
obtained above by DDM, which lends further support for the
water density effect.
III.8. HSMD-FEP Results Obtained with SSBP/GSBP. We

have also applied HSMD-TI to the SSBP/GSBP model, where
the method actually becomes HSMD-FEP. We used the same
parameters defined above for DDM, but studying for the perturba-
tion 10 (rather than five) configurations for each environment.
The main difference is that the elimination of the ligand�environ-
ment interactions has been applied to fixed ligand structures
selected from the 2 ns initial Langevin runs of the protein and
solvent systems discussed in section III.7.
The results in Table 6 for the internal entropy TSligand (eq 7)

are not converged, but their difference TΔSligand (eq 8) are
converged nicely to 5.5 ( 0.2 kcal/mol, which is larger than the
1.7 kcal/mol obtained in the AMBER/PME calculations (Table 1).
This suggests that the ligand in the active site is more restricted by

Table 5. Free Energy Results in kcal/mol Obtained by Applying DDM to the SSBP/GSBP/CHARMM Model43,44a

ΔA(FEP)charge ΔA(FEP)LJ‑attractive ΔA(FEP)LJ‑repulsive ΔAR ΔAτ
0 total

solvent 15.0 ( 0.3 40.5 ( 0.2 �49.0 ( 0.2 6.2 ( 0.5

protein 14.7 ( 0.3 59.2 ( 0.2 �49.6 ( 0.5 1.5 ( 0.1 �5.0 20.8 ( 0.6

Δ = solv � prot 0.1 ( 0.4 �18.7 ( 0.3 0.6 ( 0.5 �1.5 ( 0.1 5.0 �14.6 ( 0.8
aThe elimination of the ligand-environment interactions was obtained by free energy perturbation (FEP) in three steps, treating first the electrostatic
interactions then the attractive and repulsive LJ interactions. ΔAR and ΔAτ

0 and ΔA0 = �14.6 kcal/mol are defined in eqs 13 and 14. For each
environment, the results are averages of five FEP runs started from different ligand or protein�ligand structures.

Table 4. Energetic, Entropic, and Free Energy Components (in kcal/mol) Which Contribute to the Absolute Free Energy of
Binding, ΔA0 (eq 12), Obtained for the Protein and Solvent with AMBER99/PMEa

kBTln(8π
2V0) �TSexternal �TSligand Eligand�ligand FTI total

protein 7.0 1.1 ( 0.5 32.3 ( 0.5 64.6 ( 0.3 �41.5 ( 0.7 63.2 ( 1.6

solvent 30.6 ( 0.6 64.0 ( 0.6 �20.4 ( 0.2 73.9 ( 1.3

Δ = prot � solv 7.0 1.1 ( 0.5 1.7 ( 0.2 0.6 ( 0.7 �21.1 ( 0.5 �10.7 ( 1.0
aThe table is organized according to eq 12. Results forTSligand,TSexternal, and F

TI are taken fromTables 1, 2, and 3, respectively; most of the components
are defined up to an additive constant, and only their difference has a physical meaning. The absolute free energy of binding isΔA0 = 10.7( 1.0 kcal/mol
and is defined on the right-hand side of the bottom row.
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SSBP/GSBP than by AMBER/PME. This is also in accord with the
smaller external entropy, Eexternal (eq 10), of �3.3 kcal/mol
obtained in Table 7 than the �1.1 kcal/mol obtained in Table 2.
Notice that, as in Table 2, the external entropy in Table 7 has not
been converged, and an error of 0.5 kcal/mol has been assigned to it.
All of these results are summarized in Table 8. Notice that in

contrast to Table 5, the results in Table 8 under the three
columns of ΔA(FEP) are the negative values obtained in the
actual FEP (see the end of the paragraph following eq 11).

The table shows that the absolute free energy of solvation is
ΔA0 =�14.9( 1.5 kcal/mol, in accord withΔA0 =�14.6( 0.8
obtained in Table 5 using DDM, but with a larger error due to the
uncertainty in the result for TSexternal.
The efficiency of HSMD-TI(FEP) can be judged by compar-

ing it to that of the DDM procedure applied to FKBP�L8
modeled by SSBP/GSBP.40 First, each method is based on a pair
of calculations where the ligand�environment interactions are
annihilated (or created) in the protein and solvent environments
using FEP, ns = 10 and 5, such pairs were carried out by us and in
ref 40, respectively. For each pair, two reconstructions are
performed by HSMD, where in ref 40, three restraints were built
and released by FEP (which requires six integrations in total). It
is difficult to compare exactly the times involved in the recon-
structions and for treating the restraints, as for example conver-
ging results for ΔSligand were obtained also for ns = 10 and nf =
6000 (rather than ns = 20 and 10 000, see Table 6). Therefore,
one can roughly say that DDM and HSMD-FEP have compar-
able efficiency; however, HSMD-FEP provides more informa-
tion, the entropies ΔSligand and Sexternal.
III.9. Summary and Conclusions.HSMD-TI is a newmethod

for calculating the absolute free energy of binding which does not
suffer from the end point problem and is independent of DAM
and DDM. It is of interest to view HSMD-TI from the perspec-
tive of DDM. Thus, to apply DDM efficiently, one seeks to limit
the conformational freedom of the ligand in the active site by
imposing various restraints, the stronger the restraints, the longer
the time required for building them up from zero by TI (or FEP).
With HSMD-TI, each ligand structure studied is fixed, and
restraints are not needed. However, eliminating (by TI) the
ligand�environment interactions for a fixed structure leads to
some entropy loss (as compared to DAM and DDM), which is
recovered by the reconstruction process. Thus, unlike DDM and
DAM, HSMD-TI provides the difference in the internal entropy
of the ligand in the two environments; one also calculates the
external entropy, which constitutes an unbiased measure for the
global movement of the bound ligand, providing thereby estima-
tion for the size of the active site. Finally, the fact that HSMD-TI
leads to ΔA0 not as a result of two integrations (protein and
solvent) but as a sum of entropic, energetic, and free energy
components, enables one to gain a more complete picture of the
various forces that determine the complex stability. Thus,
HSMD-TI provides deep microscopic insights into the binding
mechanism which are important from the academic point of view
as well as for rational drug design.
In this paper, the scope of the theory has been extended, where

we elaborate on the correlation between free energy fluctuations
and the sample size, ns. We have provided a more complete
description of the reconstruction of the internal coordinates,
pointing out the freedom in determining the first reference atom,
and the order of the treated atoms. Still, one would seek to select

Table 6. HSMD Results for the Internal Entropy Sligand
A of the

Ligand in the Solvent and Protein Environments and the
DifferenceΔSligand

A = Sligand
A (sol)� Sligand

A (p) Obtained for the
SSBP/GSBP/CHARMM Model43,44a

bin size, δ nf TSligand
A (sol) TSligand

A (p) TΔSligand
A

Δαk/60 2000 �11.5 �15.9 4.4

4000 �24.0 �29.1 5.1

6000 �31.4 �36.7 5.3

8000 �36.7 �42.0 5.3

10000 �40.7 �46.2 5.5

converged 5.5 ( 0.2
aThe results were obtained by reconstructing ns = 20 structures of L8
selected homogeneously from the Langevin dynamics trajectories
generated for the results of Table 5. The results are shown for different
sample sizes of the future chains, nf (eq 4), but only for one bin size δ =
Δαk/l where l = 60, because results for l = 30 and 90 are similar. Sligand

A is
defined up to an additive constant that is expected to be the same for
both environments. The (best) results for nf = 104 are bold-faced.

Table 7. External Entropy for the Three Reference Atoms
Obtained for the SSBP/GSBP/CHARMM Modela

bin size, δ nf TSligand
A (1) TSligand

A (2) TSligand
A (3)

TSligand
A

(total)

Δαk/60 2000 1.0 �0.8 1.1 1.3

4000 0.7 �1.2 �0.1 0.4

6000 0.5 �1.5 �0.8 �1.8

8000 0.3 �1.7 �1.4 �2.8

10000 0.2 �1.8 �1.8 �3.4

Δαk 10000 1.5 �0.7 �0.2 0.6

space

covered

12.2 Å3 0.3 out of

4π = 12.6 (2.5%)

41�

aThe results are based on the 20 structures of L8 in the active site used to
calculate the internal entropy (Table 6); they are presented for bin sizes
δ =Δαk/60 andΔαk (eq 3) and nf (eq 4)—the sample size of the future
chains with a maximal value of 104. For the meaning of Sligand

A (1),
Sligand
A (2), and Sligand

A (3), see the caption of Table 2. In the last row, we
provide the space covered by the variables of each atom. The statistical
error for �TSligand

A (total) is 0.5 kcal/mol. The (best) results for nf = 104

are bold-faced, where TSligand
A (total) = TSexternal.

Table 8. Free Energy Results in kcal/mol Obtained by Applying HSMD-FEP to the SSBP/GSBP/CHARMM Modela

kBT ln (8π2V0) �TSexternal �TSligand ΔA(FEP)charge ΔA(FEP)LJ‑attractive ΔA(FEP)LJ‑repulsive Eligand�ligand total

protein 7.0 3.4 ( 0.5 46.2 �17.7 ( 0.5 �62.5 ( 0.5 42.9 ( 0.8 189.2 ( 2.0 208.5 ( 1.3

solvent 40.7 �15.5 ( 0.1 �38.1 ( 0.3 47.4 ( 0.3 188.9 ( 1.9 223.4 ( 0.6

Δ = prot � solv 7.0 3.4 ( 0.5 5.5 ( 0.2 �2.2 ( 0.8 �24.4 ( 1.0 �4.5 ( 1.0 0.3 ( 0.9 �14.9 ( 1.5
aThe elimination of the ligand-environment interactions was obtained by free energy perturbation (FEP) in three steps, treating first the electrostatic
interactions, then the attractive and repulsive LJ interactions.ΔA0 =�14.9( 1.5 kcal/mol is obtained by eq 12. For each environment, the FEP results
are averages of 10 runs started from different structures, while the entropy was obtained in Tables 6 and 7 by reconstructing 20 structures. Eligand�ligand is
the intraligand energy.
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a first reference atom which leads to a physically meaningful
external entropy that adequately expresses the global movement
of the ligand in the active site. The reconstruction of the external
coordinates has been described in detail, as well as the incorpora-
tion of bond stretching within the framework of the reconstruc-
tion process; potential situations where this latter effect should
be considered have been discussed.
The unsatisfactory (preliminary) HSMD-TI results obtained

by applying the AMBER99�GAFF�TIP3P potentials to the
FKBP�L8 complex described by a finite model of partial
structure (i.e., a model which is not based on periodic boundary
conditions) suggest that long-range electrostatic effects cannot
be ignored. Indeed, the excellent result for ΔA0 obtained in this
paper demonstrates the importance of long-range electrostatics,
the effectiveness of PME, and the high performance of HSMD-
TI. Also, as discussed in sections II.3, II.6, and III.6, HSMD-TI
requires relatively small sample sizes.
Finally, we have also tested the SSBP/GSBPmodel,43,44 which

takes into account long-range electrostatics and as a model of
partial structure has the potential to be computationally less
demanding than PME. We applied both DDM and HSMD-FEP
to FKBP-L8 modeled by SSBP/GSBP and found comparable
results for ΔA0, which, however, are slightly lower than the
experimental value. This disagreement has been attributed
mainly to inaccurate water density around the protein in our
calculations. To develop HSMD-TI further, we plan to apply it in
the next step to the complex FKBP12�FK506, where the ligand
FK506 is significantly larger than L8.
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ABSTRACT: Structure-based models are successful at conjugating the essence of the energy landscape theory of protein folding
with an easy and efficient implementation. Recently, their realm expanded beyond a single protein structure, and structure-based
potentials have been used profitably to widely study complex conformational transitions. Still, when dealing with structural
rearrangements between two, or more, well-defined structures, an unbiased and transferable description of the local backbone and
side chain interactions could be advantageous. Here, we propose an all-atom model that merges a classical force field description of
these local interactions with a structure-based long-range potential that takes into account the different conformations. We first
validate the model simulating and characterizing the folding reaction and the transition state of two well-known proteins: the villin
headpiece and the SH3 domain. Then, we characterize the activation mechanism of the catalytic domain of c-Src kinase. Such a
process involves the conformational rearrangement of a large loop and the swing of an α helix. The appearance of a stable
intermediate state in the free energy landscape between the two conformational end points suggests the mechanism of the loop
opening. The low computational cost of the model together with the satisfactory accuracy of the results make it a promising
approach to studying conformational transitions in large protein systems.

1. INTRODUCTION

Molecular simulations of biological systems are nowadays
routinely exploited to investigate complex phenomena with a
high resolution in time and space. However, a large number of
relevant processes involving proteins take place on a time scale
which is difficult to access with fully solvated all-atom force field
simulations on modern computers. Protein folding, large scale
structural rearrangement, and allosteric regulation are important
examples where free energy barriers hinder classical molecular
dynamics sampling. To overcome these difficulties, different
routes have been followed, either reducing the number of degrees
of freedom by using coarse-grained models1�4 or by accelerating
the dynamics with enhanced sampling methods.5,6

Pure structure-based models, or Go-models,7 with only native
interactions are well suited to the study of protein folding since
their Hamiltonians are by construction minimally frustrated.2

The energy landscape is smoothly funneled toward the native
structure, and folding occurs quickly and in a cooperative fashion.
A variety of flavors has been proposed where the actual physi-
cochemical interactions are all condensed in an effective native
potential combined with different levels of geometric coarse-
graining.8�11 These models represent indeed the simplest im-
plementation of the energy landscape theory of protein folding12

and are able to reproduce many aspects of the protein folding
process.2 Their main tangible advantage is speed, as they are
orders of magnitude faster than all-atom simulations, which
translates into the ability to study larger systems and for longer
times. But they are also extremely useful in testing our ability to
catch the relevant descriptors of the system and to understand
their physical meaning. However, they lack the transferability of
all-atom and other coarse-grained force fields.

Besides protein folding, structure-based models have recently
been used to elucidate peculiar fold switching behaviors,13 to

study large amplitude conformational transitions,14�18 and to
reproduce the B-DNA base flipping process.19 In these cases, the
contributions of two distinct structures must be merged in the
Hamiltonian to reproduce the conformational transition. Differ-
ent approaches have been proposed, ranging from simple sum-
mation of the two potential energies13 to exponential averaging
of two energy functions14,17 or by solving a secular equa-
tion.15,18,19 These models have by construction two energy
minima corresponding to the input structures and lead to two
free energy basins separated by an adjustable barrier that can be
tuned on experimental data. However, it is not clear whether or
not these mixing approaches correctly reproduce conformations
outside the two energy basins (e.g., the transition state en-
semble). For instance, no distinctions are made between the
local angular and dihedral terms and the long-range interactions
upon merging. A possible solution would be to mix structure-
based approaches with some of the transferable terms of the
atomistic force fields. A similar approach has been tried with
DNA,19 while in proteins Go-like potentials have only been used
as an extra biasing term on top of the original all-atom force field
to predict the effects of mutations20 or to accelerate folding.21

Here, to provide a generally applicable and predictive structure-
based approach which includes a transferable description of the
local backbone and rotamer conformations, we merge the
bonded, angular, and dihedral terms of an up-to-date all-atom
semiempirical force field with a structure-based, long-range term.
In so doing, we keep the advantages of a structure-based model
where the long-range interactions can be set to include one or
more structures while gaining at the same time a more correct
description of the backbone and side chain rotamers and
dynamics along the simulated trajectory.
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To assess the validity of this hybrid model, we first use a single
basin version to set the Go term energy parameter and reproduce
the folding of two well-studied globular proteins with two
different secondary structures: the three helix bundle chicken
villin headpiece subdomain (HP35) and the β-sheet rich SH3
domain of human c-Src. Both of these proteins are known to fold
fast and cooperatively and have been extensively characterized
experimentally.22�29 Subsequently, we use the two-state model
to simulate and characterize the large conformational transition
taking place in the catalytic domain of c-Src tyrosine kinase upon
activation. The role of this kinase in cancer30 fostered an intense
experimental characterization of its structure and dynamics.17,31�35

Indeed several crystal structures exist with different poses of the
catalytic domain in its active and inactive states.34,36 The activation
involves the crossing of a free energy barrier corresponding to the
rearrangement of a 23-residue loop located near the catalytic site
between the two lobes of the kinase.Due to its transient nature, such
structural transition is difficult to characterize experimentally. At the
same time, all-atom MD simulations require either conspicuous
simulation time and resources or ad-hoc sampling techniques to
accelerate the rate of barrier crossing. Indeed, the activations of c-Src
and close Src familymembers have been studied only recently either
using computational methods with a Cα multistate Go model17 or
merging the information from multiple short molecular dynamics
runs.31,32 Here, we use the proposed two-state model to investigate
the activation transition mechanism with an all-atom resolution.

2. COMPUTATIONAL METHODS

2.1. Model. The model takes into account all non-hydrogen
atoms of the proteins while the solvent is treated implicitly by the
Langevin dynamics. The Hamiltonian can be summarized by the
sum of two distinct contributions, H = Hff + Hsb, where Hff

contains only the following terms of the AMBER99SB-ILDN
force field:37 two-body bonded potential, three-body angle
potential, four-body proper and improper dihedrals, and 1�4
short-range van der Waals potentials (two-body term between
atoms separated by three bonds). These terms account for the
correct backbone and side chain rotamers and geometries and are
fully described elsewhere.38 The Hsb term is the two-body
structure-based potential and has the form:

Hsb ¼ ∑
nativecontacts

i < j
ε0½ðr0ij=rijÞ12 � 2ðr0ij=rijÞ6�

þ ∑
nonnativecontact

i < j
εHðrH=rijÞ12

where the first sum is over all of the native pairs i,j conferring to
each native contact a Lennard-Jones potential with common
depth ε0 at the native distance rij

0. The second term is a generic
hardcore repulsion for non-native atom pairs to avoid atom overlap
with constants set to εH = 1.0 kJ/mol and rH = 0.2 nm. The current
conformation is specified by the set of pair distances rij.
Usually, what sets the energy scale in pure Go models is the

depth of the native potential. Here, we have the force field
contribution with its semiempirical parameters already correctly
tuned to mimic the correct interactions around 300 K; hence, the
strength of the native interaction is not a free parameter anymore.
On the contrary, we have to set ε0 to correctly reproduce the
balance between the long-range interactions and the local inter-
actions. Too large values of ε0 would drive the model toward a

pure Go model, making pointless the force field contributions.
On the other hand, ε0 must be large enough to effectively account
for the nonbonded interactions. For this reason, a screening on a
range of ε0 values was performed with the aim of identifying a
coupling strength so to provide, on one side, the desired balance
between folding speed and correct geometry, along with folding
temperatures close to their experimental values. This survey led
to the choice of ε0 = 3.8 kJ/mol (see the Appendix for the
technical details).
We chose, for the sake of simplicity, to use the same ε0 value

for all atom�atom native pair interactions regardless of the atom
type, the residue, or the protein considered. Nevertheless, since it
is an all-atom model, part of the residue characteristics such as its
rotational degrees of freedom and its steric hindrance are
automatically taken into account, relaxing the necessity for a
pair-specific potential.
In the case of the conformational transition of the catalytic

domain of c-Src, the structure-based termHsb is the sum over the
native contacts of both the open and closed conformations of the
activation loop (A-loop). In order for such an approach to lead to
the desired two free energy minima, the set of native contacts
of each structure must be largely mutually exclusive. Other-
wise, a structural arrangement of the backbone and side chains
satisfying both sets of contacts would lead to a single global
energy minimum structure, instead of the two distinct minima.
In our case, the cutoff defining a native contact is small (5 Å)
compared to the movement of the activation loop that spans a
distance of 25 Å. Hence, the activation switch must proceed by
breaking the contacts of the starting conformation to make those
of the final structure, avoiding passing through conformations in
which both sets of contacts are formed. Finally, the free energy
minima are equally populated if the conformational entropy and
the energetic contributions of the two structures are similar. This
holds in our case since both conformations are compact and thus
share a reasonably similar conformational entropy. Moreover, the
number of native interactions specific to the open and to the closed
structure is almost the same (Copen≈Cclosed, see below). As a result,
the potential energies of the two conformations are indeed very
close (�2438( 176 kJ/mol for the open and�2593( 116 kJ/mol
for the closed conformation calculated averaging the long-range
contributions coming from 2000 conformations picked in
their respective free energy basins).
2.2. Native Contact Definition. Following the work of Wu

et al.,39 given a reference structure, a native contact between two
atoms i and j belonging to two different, not adjacent, residues is
defined when two requirements are met: (i) the atoms are within
a cutoff distance dij < 5 Å and (ii) there is no other atom k such
that dik < dij and ĵik < 35� or djk < dij and îjk < 35�. This definition
approximates the screening effect occurring when the interaction
between two atoms is shadowed by the presence of a third atom
in between.With such a definition the dependence of the number
of native contacts as a function of the cutoff distance increases
more smoothly and slowly than it would without screening
effects, thus relaxing the dependence of the model on the
cutoff value.
We found 259 contacts for the chicken villin headpiece HP35

(PDB code 1YRF) and 382 for the SH3 domain of c-Src (PDB
code 1FMK). In the case of the catalytic domain of c-Src
(residues Gln250:Glu524, in human c-Src numbering), the
closed loop conformation (PDB code 2SRC) has a total of
2146 contacts. A total of 723 of these contacts involve at least one
atom in the region of major structural change upon activation.
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To be sure not to limit excessively the protein flexibility, besides
the activation loop (residues Ala403:Pro425) we include in the
definition of this region also part of the N-lobe comprising the
αC-helix (residues Ala256:Arg318), as shown in the red and
green regions of Figure 6. The remaining CKD = 1423 contacts
are essentially the same in both open and closed conformation
and will be referred to as “kinase domain contacts” (shown in
cyan in Figure 6). Cclosed = 438 contacts out of the 723 transition
related contacts are specific to the closed conformation while the
remaining Cshared = 285 are present in both open and closed
conformation, and in that case the native distance is chosen as the
smallest contact distance between the two conformations. Finally,
Copen = 433 contacts of the open conformation (PDB code
1Y57) involve at least one atom in the transition region and are
unique to the open structure. As a result, the total number of
native contacts for the c-Src two basins model is Ctot = CKD +
Cclosed + Copen + Cshared = 2579.
2.3. Simulation Details and Performance. Langevin dy-

namics have been performed with the molecular dynamics
package GROMACS 440 using an inverse friction constant of
1 ps and an integration time step of 2 fs. A 500 ns-long simulation
has been performed for both chicken villin headpiece HP35 and
the SH3 domain. In the case ofHP35, 15 replicas in the 270�350K
temperature range have been used. For the sharper transition of
the SH3 domain, 40 replicas in the 350�370 K range have been
used. In both cases, the exchange between adjacent replicas was
attempted every 1 ps. The parallel tempering41 technique and the
long simulation time allow for a full convergence of the thermo-
dynamic properties.
To simulate the activation transition of the catalytic domain of

c-Src, we adopted the bias exchange metadynamics (BE)42

approach in which replicas subject to different metadynamics
biasing potentials are exchanged between Langevin dynamics
simulations performed at the same temperature. In our case, we
used T = 310 K and three replicas: one subject to the metady-
namics bias with the contact map of the open form of the A-loop
as a collective variable, one with the contact map of the closed
form of the A-loop, and a third white replica with no metady-
namics bias. In so doing, the sampling of the white replica
conformations converges very quickly to the correct equilibrium
distribution, and the free energy surface can be easily calculated.
To perform the metadynamics runs we used the PLUMED43

plug-in for GROMACS.
As a reference, in the case of the 452 atoms of SH3, the

model performs 102 ns/day per core per replica on a modern
computer cluster. The same system simulated with an un-
biased standard force field with implicit solvent performs
37 ns/day, while when it is solvated in 9120 water molecules
in a 284 nm3 cubic box it slows down to 2.2 ns/day. Obviously,
since the Hamiltonians and the number of simulated particles
are different, the direct comparison of these performances has
to be taken with care. A more meaningful comparison could be
made by measuring the overall simulation time needed to
converge the observables of interest. In so doing, we can then
appreciate that in a few days of calculations, with a standard
computer cluster, our model is able to reproduce thousands of
folding/unfolding events of a globular protein allowing for a
validation of its thermodynamics and the structures of the
transition state ensemble at atomic resolution. On the con-
trary, a few folding/unfolding events, with an unbiased all-
atom force field approach, still requires nowadays months of
calculations on specialized hardware.44

Similarly, the conformational transition between two known
conformers separated by a high free energy barrier also requires
months of computer time with a standard force field even with
biased dynamics,45 while we can sample the transition of c-Src in
a few days of computer time. For these cases, the gain in time of
our model is thus roughly 2 orders of magnitude over standard
unbiased all-atom force fields.
2.4. Analysis. In order to characterize the folding reaction of

HP35 and SH3, several parameters are used. The heat capacity at
constant volume CV(T) as a function of temperature T is
calculated as CV(T) = σE

2/(kBT
2) where kB is Boltzmann’s

constant and σE are the fluctuations of the energy. The latter
are calculated from the most likely density of state of the system
obtained collecting the energies of the 15 runs at different
temperatures and optimally combining them with the multiple
histogram method.46,47 To measure the folding reaction coop-
erativity, use is made of Chan’s parameter48 k2, defined as the
ratio of the van’t Hoff enthalpy to calorimetric enthalpy: k2 =
2Tmax(kBCp(Tmax))

1/2/ΔHcal, where Tmax is the temperature of
the Cp peak andΔHcal is the calorimetric enthalpy of the reaction
determined as the integral of the heat capacity across the transi-
tion region. We used the energy and the CV instead of the
enthalpy and the Cp to calculate k2 since for our purposes they
can be considered equivalent.
Another useful parameter to characterize folding is the native

contact fraction Q, calculated as the ratio of the number of
formed native contacts over the total number of native contacts.
A native contact is considered formed if the atoms are within 1 Å
of their native distance.
To characterize the folding transition state (TS) of HP35 and

SH3, the Φ values per residue can be approximated by Φi =
ÆQiæTS where Qi is the fraction of formed native contacts of
residue i and where the average Æ...æTS is done over the set of
conformations constituting the transition state.49,50

Two structural parameters are also used to measure the
similarity between a current structure Γ and a reference structure
Γ0: the distance root-mean-square deviation dRMSD=(1/(N(N�
1)∑i<j(dij�dij

0)2))1/2 and the root-mean-square deviation
RMSD = (1/N∑i = 1

N (ri�ri
0)2)1/2. Both quantities are calculated

usingNCα atoms and involve either their pairwise distance dij
0 or

their position ri
0 in the reference structure. In the latter case, ri

indicates the position of the Cα atom i of the structure Γ aligned
on the reference Γ0.
The free energy as a function of a generic reaction coordinate q

is calculated from the equilibrium probability distribution p(q)
obtained during the simulation as F(q) = �kBT ln(p(q)).

3. RESULTS AND DISCUSSION

3.1. Folding of Villin Headpiece HP35 and SH3 Domain. In
order to test the ability of our model to correctly fold both α-helical
and β-sheet rich proteins, we chose two different domains: HP35
and SH3. HP35 consists of three α-helices packed together and,
with its 35 residues, is one of the smallest proteins showing a
cooperative folding.51 Several computational25,52�55 and experi-
mental25�29,51,56 works thoroughly characterized its folding reaction
describing the transition state as well as its secondary structure rich
unfolded state. The chosen value of the native potential energy ε0
results in a cooperative folding transition for HP35 with a folding
temperature Tf = 316 K. Indeed, at T = Tf the heat capacity Cv

features a peak, and the average fraction of native contacts ÆQæ shows
its steepest variation (Figure 1).
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The fraction of native contacts Q is not sufficient alone to
distinguish the role of each helix during the folding reaction. For
this reason, the average fraction of native contact ÆQæ is decom-
posed according to four subsets of native contacts (Figure 1,
lower panel), and the free energy is projected along both Q and
the Cα distance root-mean-square deviation of the first and
second helices (dRMSDI�II) and the second and third helices
(dRMSDII�III) in Figure 2. The folding barrierΔGU‡ = 2 kJ/mol

at T = 1.03Tf is relatively small because of the high content of
residual secondary structure in the unfolded state. The confor-
mations populating this unfolded basin are characterized by the
loss of the majority of the tertiary native structure (ÆQinteræ≈ 0.2,
Figure 1) and most of the helical content of helices I and II
(dRmsdI�II ≈ 0.4 nm, Figure 2), while helix III maintains
roughly half of its internal native interactions (dRmsdII�III ≈
0.2 nm, Figure 2 and ÆQh3æ ≈ 0.5, Figure 1). This residual
structure, which involves the N-terminal residues of helix III,
vanishes at T = 1.05Tf leading to an extended unfolded basin
(Figure 2, right-hand panels).
Despite the absence of any appreciable intermediate state with

native secondary structure and poor tertiary interactions as found
by solid-state NMR experiments,27 the description of the un-
folded state rich in helical content, in particular in the helix III
region, is in good agreement with all-atom molecular dynamics
calculations in explicit solvent52,55 as well as with recent triplet�
triplet energy transfer experiments.25,26 A number of independent

Figure 1. Thermodynamics of HP35 folding. In the upper panel, the
heat capacity CV is reported as a function of temperature T. Its peak at
Tf = 316 K defines the folding temperature. In the lower panel, the aver-
age fraction of native contact as a function of the temperature of the whole
protein (solid thick line, filled dots) is shown together with its standard
deviation. In the same plot, the average fraction of native contacts
divided into different subsets is also displayed: the internal contacts of
helix 1 (dashed line, square), helix 2 (dotted line, triangles), and helix 3
(dash-dotted line, diamonds) and the tertiary native contacts between
them (solid line, crosses). These curves highlight that the folding
reaction mainly depends on the assembly of the helices while they keep
a certain degree of nativeness even at high temperatures. As expected by
its small size, helix 2 is the least stable and the one that loses most
structure at high temperatures. On the contrary, helix 3 is themost stable
and retains almost 40% of its structure at the highest sampled
temperature.

Figure 2. Free energy surfaces of HP35. The free energy surface at three increasing temperatures is projected along either the fraction of native contacts
Q and the distance root-mean-square deviation with respect to the first and second helices (dRMSDI�II) in the upper row or the distance root-mean-
square deviation with respect to the second and third helices (dRMSDII�III) and dRMSDI�II in the lower row. The contour lines are drawn every
0.5 kJ/mol. Three representative conformations of each basin are also shown.

Figure 3. Characterization of HP35 folding transition state. The Φ
value is calculated for each residue using a set of 5178 structures picked
from the top of the folding free energy barrier at T = Tf. The highest
values correspond to residues Pro21 and Leu22 belonging to the first
turn of helix III. The helices are represented along the sequence as solid
bars, and a dotted line is shown at Φ = 0.5.
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computational works also found an early formation of helices II
and III, and a slower formation of helix I.53�55 Moreover, recent
molecular dynamics simulations of the HP35 folding found the
intermediate state caused by an incorrect docking of helices I and
III where non-native interactions play an important stabilization
role.25,52 This could explain the absence of the intermediate state
in our calculations given the lack of any non-native tertiary inter-
actions in our Go-like potential.
The putative transition state, corresponding to the top of the

free energy barrier, features the formation of most of the native
contacts of Pro21 and neighboring residues as visible from the
highestΦ value (Figure 3). This corresponds to the formation of
the loop between helices II and III and the first turn of helix III.
This residue is indeed known to play a crucial role for the protein
stability since if mutated to alanine the villin headpiece is unable
to fold to a native structure anymore.57 The N-terminal half of
helix III as well as residues 4, 7, and 8 belonging to helix I have
more than 50% of the native interactions formed in the transition
state (Φ > 0.5). The last forming interactions, in the free energy
descent toward the native state, involve the tail of helix III with
both internal and tertiary contacts with the head of helix I that
eventually lock the protein in its characteristic bundle.
To check the ability of our model to correctly fold also β-sheet

structures, we simulated the 60-residue globular domain SH3 and
repeated the thermodynamic analysis and folding characteriza-
tion. As expected, the folding transition of the β domain SH3 is
much more cooperative than for the α-helical HP35 as measured
by Chan’s parameter48 k2 resulting ink2

SH3 = 0.80 as compared to
k2
HP35 = 0.53 (see the Computational Methods). Intuitively, an α

helix can form independently of the rest of the protein since it
involves only local interactions, while a β sheet requires a wider
structural organization. The three α helices of HP35 form
gradually, losing entropy in favor of the energetic contributions
of the local contacts. On the contrary, the formation of the β
sheets of SH3 involves longer-range interactions with a larger
entropic cost compensated by the formation of several native
interactions, resulting in an emphasized all-or-none character.
To further support this picture, we calculated the difference in

internal energy between the native and the unfolded state for

HP35 and SH3 at their respective folding temperatures. At T =
Tf, we have by definitionΔGUN = 0 thus TfΔSUN =ΔEUN where
ΔGUN, ΔSUN, and ΔEUN are respectively the difference in free
energy, entropy, and internal energy between the unfolded (U)
and native (N) states. Picking 30 000 structures in both basins for
both proteins, the average difference in internal energy isΔEUN

HP35 =
134 ( 94 kJ/mol and ΔEUN

SH3 = 647 ( 129 kJ/mol, accounting
for the 6% and 25% of their respective average native state
energy. As a result, the chicken villin shows a much lower
difference in internal energy between structures of the unfolded
and the native state due to the large amount of residual helical
structure in the U state. On the contrary, the unfolded basin of
SH3 is a minimum in free energy mainly because of its large
entropy, which compensates the poor native content responsible
for the large difference in internal energy between the U and N
state conformations.
The thermodynamic stability of SH3 is also higher than for

HP35 with a folding temperature of Tf = 357 K. The free energy
projected along the fraction of native contacts Q shows two
basins of equal depth at T = Tf corresponding to the native (N)
and unfolded (U) states separated by a high barrier of 14 kJ/mol
(Figure 4).
The ensemble of structures on the top of this free energy

barrier, containing about 40% of formed native contacts (Q in
[0.31�0.44]), corresponds to the transition state of our model.
These native contacts are not distributed homogeneously along
the sequence but are rather concentrated in specific regions.
Indeed, from the calculated Φ values, the most natively struc-
tured residues involve the n-src loop and the β3 and β4 strands
(see Figure 5). Consequently, the less formed regions involve the
RT-loop and the N- and C-terminal regions. These observations
are in good agreement with the experimental characterization of
the transition state done by the thorough Φ-value analysis of
Riddle et al.23 where they find the central three-stranded β sheet
with the most structured residues. The linear correlation coeffi-
cient between the calculatedΦ valuesΦcalcd and the 37 available
experimental ones Φexptl is r = 0.48 with a root-mean-square

Figure 4. Free energy of the SH3 domain as a function of the fraction of
formed native contacts Q at three different temperatures. At T = Tf, the
native (N) and unfolded (U) states are equally populated (solid curve)
and separated by a free energy barrier of about 14 kJ/mol located atQ =
0.4. At lower (T = 0.98Tf, dotted curve) or higher temperatures (T =
1.02Tf, dashed curve), the native or unfolded state is respectively
predominant.

Figure 5. Characterization of SH3 folding transition state.Φ values are
calculated for each residue using a set of 1350 structures picked from the
top of the folding free energy barrier at T = Tf. Along the upper x axis is
shown the sequence and a schematic representation of the secondary
structure. A native conformation with color coded Φ values (darker
color being 1, lighter color being 0) is also shown. A dotted line is plotted
at Φ = 0.5.
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deviation of σ = ((∑ (Φexptl�Φcalcd)
2/N))1/2 = 0.32. This result

shows a semiquantitative agreement with the actual transition
state similarly to other all-atom structure-basedmodels58,59 while
performing better than a Cα heterogeneous Go model.9 In
particular, we overestimate the native content of Gly46 of strand
β4 while underestimating that of Gly43 belonging to the distal
hairpin. In fact, when these two outliers are removed, the
correlation coefficient of the remaining 35 Φ values increases
to r = 0.62 with a smaller RMSD σ = 0.29.
These results validate the model as a valuable tool to repro-

duce the folding of both α and β protein domains. Indeed, the
transition state ensembles are accessible with atomic detail and
correspond with an acceptable confidence to the experimental
ones, as shown byΦ-value analysis. This suggests that the model
could be equally fit to study the large-scale conformational
transitions in larger proteins. The main difference between
folding and conformational transitions stems from the fact that,
in the latter case, the conformations of the two extremes of the
reaction are precise structures, while folding proceeds from a
large ensemble of structures belonging to the unfolded state.
Exploiting this difference through a two-basin energy landscape,
we are able to characterize the activation of the catalytic domain
of c-Src kinase.
3.2. The Activation Loop Dynamics of c-Src Catalytic

Domain. c-Src is a nonreceptor tyrosine kinase critically involved
in the regulation of fundamental cellular processes including cell
growth, differentiation, and migration.60 These functions are
carried out through phosphorylation of the tyrosine residue of a
protein substrate once the kinase is in its active conforma-
tion.34,60�62 An elevated and uncontrolled activation of c-Src is
associated with many tumor types,30,62,63 highlighting the im-
portance of the structural and dynamical characterization of its
activation mechanism.
The catalytic domain is constituted by 274 residues forming a

characteristic two-lobe structurewith the catalytic active site located in
a deep cleft between them (see Figure 6). The activation mechanism

involves the rearrangement of a centrally located loop, called the
activation loop or A-loop (residues Ala403 to Pro425), that switches
from a folded and closed conformation obstructing the active site to a
more extended onewhich serves as a platform for substrate binding.61

At the same time, the αC-helix (residues Pro304 to Lys315) in the
N-terminal lobe also swings from an αC-out to an αC-in conforma-
tion. In so doing, the catalytically critical Glu310 points inward to the
active site pocket where, together with the DFG motif (Asp404,
Phe405, Gly406) at the beginning of the A-loop, it coordinates the
transfer of theγ-phosphoryl group of ATP to the tyrosine residue of a
protein substrate.64 The open A-loop conformation is stabilized by
the phosphorylation of a tyrosine residue (Tyr416), located in the
middle of the loop, albeit the open conformation has been crystallized
also with the unphosphorylated tyrosine.36 This tyrosine is in fact
accessible for phosphorylation only when exposed to the solvent and
thus when the loop is not in its fully closed conformation. This
suggests that the open and closed conformations are both accessible
to the unphosphorylated catalytic domain, in agreement with the
significant catalytic activity retained by the unphosphorylated
form.65,66 As a consequence, we didnot consider anyphosphorylation
effect in our model, and we neglected the two regulatory domains
SH2 and SH3, focusing our attention on the sole ability of the
catalytic domain to undergo the conformational rearrangement.
To characterize the conformational switch, a bidimensional

free energy has been calculated from the simulation. The
parameter that better distinguishes the structural change is the
root-mean-square deviation (RMSD) of carbon α atoms of the
A-loop with respect to either the open or closed conformation
after proper alignment of the whole catalytic domain to the
respective reference structure. In such space, the projection of the
free energy shows twomajor basins, C andO, separated by a barrier
of 8�9 kJ/mol: one corresponding to the folded, closed (C),
A-loop, while the other corresponds to the extended, open (O),

Figure 6. (Left) The catalytic domain of c-Src in its open (green) and
closed (red) conformations. The cyan part, common to both conforma-
tions, defines the kinase domain native contacts while the open-specific
contacts are taken from the green region, and the closed-specific native
contacts from the red one. (Right) Close-up of the activation loop and
the αC-helix from another viewpoint. Besides the open and closed
conformations, also a representative conformation of the intermediate
C* basin is shown in pink. The catalytically critical Glu310 is also shown
with sticks, together with the Lys295 and Tyr382 residues that stabilize
the αC-in and αC-out conformations, respectively.

Figure 7. Transition free energy of c-Src at T = 310 K. The two main
minima corresponding to the open (O) A-loop and to the closed (C)
A-loop conformations are separated by a free energy barrier of 8 kJ/mol.
A secondary shallow minimum in the closed basin corresponds to an
intermediate state of conformations (C*) where the activation loop
adopts a particular hybrid structure. The contour lines are drawn every
1 kJ/mol. In the inset is shown the free energy projected along the dashed
line of the bidimensional plot, corresponding to the linear combination
of RMSDopen and RMSDclosed that best distinguishes the minima (solid
line). In this monodimensional projection are also shown the free
energies calculated for the first half of the simulation (dashed line)
and for the second half (dotted line).
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conformation (see Figure 7). In the 100 ns simulation run, the
catalytic domain undergoes multiple barrier crossings helped by
the metadynamics bias on two of the three replicas, guarantee-
ing the convergence of the free energy profile (see the Computa-
tionalMethods). To assess such convergence, the free energies of
the first and second halves of the trajectory have been projected
on a linear combination of RMSDopen and RMSDclosed for amore
convenient comparison (see inset of Figure 7). The variable ξ,
defined as ξ = RMSDopen/(2)

1/2 � RMSDclosed/(2)
1/2, shows a

difference of 2.5 kJ/mol ≈ 1kBT in the top of the barrier as the
largest deviation between the first and second half of the sim-
ulation, providing an estimate of the error in the free energy
determination.
Interestingly, adjacent to the closed free energy basin C, a

shallower second basin emerges in the bidimensional FES. It is
separated by a small barrier to state C but nonetheless populated
by well characterized structures. Such a free energy minimum,
hereby denoted as C*, corresponds to an intermediate state
between the closed and open conformations that shares specific
native contacts of the open loop and the closed loop. More
precisely, C* is populated by an ensemble of conformations
where the centrally located residues of the A-loop (residues
411�419 which comprise most of a short 1.5 turn helix) form
less stable interactions with their neighbors than in the closed

basin C (see a representative conformation in Figure 6 and the
contact maps in the top row of Figure 8). This is even more
pronounced in the region near the C-terminal end of the A-loop
where the probability of closed-specific native contact formation
between residues 419�425 and the following residues of the
C-lobe, residues 426�439, falls below 0.2. At the same time, a
cluster of open-like native interactions appears at the C-terminal
end of the A-loop (see Figure 8, bottom row), while they are
totally absent in the C state.
These observations suggest that the switching mechanism of

the activation loop passes through an intermediate state (C*)
characterized by loose short-range interactions of the C-terminal
half of the loop where a hybrid conformation of the activation
loop is stably populated. This intermediate state has more open-
like content than the C state, mostly located in the C-terminal
end of the loop, indicating that this region is most prone to
starting the transition to the full open structure (see Figure 6).
Besides the rearrangement of the A-loop, the activation of the

catalytic domain also involves the rotation of the αC-helix where
the catalytically critical Glu310 residue breaks its contacts with
Tyr382, Arg409, and Leu410 and points toward the active site. In
the active site pocket, favorable interactions between Glu310 and
Lys295, Ile336, and the DFG-motif stabilize the αC-in confor-
mation. Analyzing the fraction of native contacts made both by

Figure 8. Stability contact maps of the A-loop of the intermediate state (C*) compared to the closed state (C). The represented quantity is the
probability of the native contact formation per residue calculated out of a set of 2000 conformations picked from either the intermediate state (C*, left-
hand side) or the closed state (C, right-hand side). For an easier reading, the native contacts are divided into closed-specific native contacts (top row) and
open-specific native contacts (bottom row). The intermediate state contains hybrid conformations in which the C-terminal region of the activation loop
partly disrupts its closed-like contacts in favor of open-like ones, as highlighted by the arrows.
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the αC-helix and also specifically by Glu310, we do not find a
sharp correlation between the rotation of the helix and the
conformation of the A-loop. In other words, in the ensemble
of both open and closed conformations, we can find structures
with either an inward rotation of the αC-helix or an outward
rotation albeit with slightly different propensities (see Table 1).
More in general, the helix rearrangement occurs with small
cooperativity through a set of conformations stabilized by a
blend of favorable interactions coming from both the αC-in and
αC-out reference structures. In fact, in the closed and inter-
mediate basins (C and C*), the αC-helix forms roughly half of
the native contacts specific to the αC-in and half of those specific
to the αC-out conformation, while the structures found in the
open basin (O) are mainly characterized by the expected αC-in
conformation (see Table 1).
Taken together these results are suggestive of the existence of

an intermediate step in the activation transition of c-Src and the
ability of the αC-helix to swing between two distinct conforma-
tions. These features have been previously predicted by short
unbiased all-atom runs along an optimal free energy activation
pathway.31 In that case, the intermediate state was structurally
different from the present C* ensemble of conformations show-
ing a clearer open-like structure of the A-loop and an outward
rotation of the αC-helix. Interestingly, targeted molecular dy-
namics (TMD) simulations of the Src family member Lyn
suggested a first barrier to the activation to be the helix�coil
transition of the 1.5 turn helix at the C-terminal end of the
A-loop.67 This short helix involves residues that we find to be
indeed much less structured in the proposed C* intermediate
state. Further evidence of the stepwise mechanism of activation
comes from the Src family member Hck where two distinct
intermediate states have been observed in the activation transi-
tion together with an alternative activation pathway involving the
partial unfolding of the N-lobe.32 An intermediate state has also
been found in CDK5, Abl, and EGFR tyrosine kinases using
either metadynamics molecular dynamics45 or TMD.68

While most features predicted by our hybrid model are in
accordance with several computational and experimental obser-
vations, the predicted peculiar behavior of the αC-helix was not
reported previously either in c-Src or in the close relatives Hck
and Lyn. On the contrary, coarse-grained computations and a
combination of short all-atom simulations predicted a rigid αC-
helix leading to a two-step activation mechanism requiring the
loop opening to facilitate the helix rotation to the inward
conformation.17,32,68,69 As a consequence, a closed loop with
an inward pointing Glu310 residue has never been reported
for c-Src, while it is consistently present in both our C and C*
free energy basins. Our model shows that the combination of an

αC-helix and Glu310 pointing inward with a folded A-loop is
accessible and realistic from a steric point of view. However,
without further experimental validation, we cannot rule out that
this peculiar combination is due to a slight unbalance of the
interactions between the two conformations in the model used.

4. CONCLUSIONS

We describe a novel hybrid all-atom structure-based model
able to reproduce the folding transition of both helical and
β-sheet globular proteins in good agreement with the available
experimental and computational data. The inclusion of multiple
reference structures makes it useful in characterizing large-
scale conformational transitions as the activation transition of
the A-loop of the catalytic domain of c-Src. The major approx-
imation of structure-based models, namely, the absence of any
non-native favorable interactions, has been partially addressed in our
model by including transferable local interactions that are indepen-
dent of the reference structures. Albeit the model is limited by the
need of an a priori knowledge of one or more reference stru-
ctures, it can still be applied to study a plethora of biological
phenomena of interest for which the crystal structures are
available. The approach is much faster than all-atom MD with
an explicit solvent; still it has a predictive value that goes well
beyond the reference structures that are used to define it. For
instance, an accurate reproduction of the transition states of the
villin and SH3 folding are indicative of the correct description of
a complex and realistic conformational ensemble of metastable
structures. Moreover, the emergence of a third minimum in the
free energy landscape of the conformational transition of c-Src,
not included a priori in the model but in accordance with the
proposed stepwise activation mechanism, further shows the
versatility of the model. Altogether, these results suggest that
the proposed hybrid model can be a viable approach to studying
large-scale conformational transitions in proteins.

’APPENDIX

To determine the value of the ε0 interaction parameter, we
first estimated its scale knowing that the van der Waals interac-
tion energy between two carbon atoms in the AMBER force field
is about 0.6 kJ/mol (this value turned out to be very small for our
model). We then proceeded to the identification of a reasonable
range of values through the visual inspection of short molecular
dynamics trajectories at different values of ε0. Mainly, two
behaviors have been observed: either a fast unfolding took place
resulting from an ε0 value too small or, on the contrary, the
atoms’ fluctuations were very small around the starting native
conformation, which suggested a too large value of ε0. Once a
reasonable range has been identified (3.0�4.0), we proceeded to
a more quantitative analysis.

For each of the values of ε0 (3.0, 3.2, 3.5, 3.8, 4.0), we
simulated the SH3 protein using the parallel tempering scheme
to sample a large range of temperatures. We compared both the
temperature corresponding to the peak in the specific heat to the
experimental folding temperature and the correlation of the atom
fluctuations with a classical, explicit solvent, AMBER99SB-ILDN
force field37 simulation of the same system at T = 350 K.

As a result, even though a value of ε0 = 3.5 would have given a
lower folding temperature for SH3, closer to the experimental
oneTf

exp≈ 350 K,22 we eventually chose ε0 = 3.8 because it better
reproduced the atom fluctuations as well as resulted in a faster
folding protein (see Table 2).We therefore think that in the small

Table 1. Inspection of the A-loop Closed (C), Intermediate
(C*), and Open (O) State in Terms of the Conformation of
the αC-helixa

closed (C) intermediate (C*) open (O)

ÆQαC‑inæ 0.51 (0.37) 0.52 (0.39) 0.57 (0.50)

ÆQαC‑outæ 0.53 (0.43) 0.53 (0.42) 0.43 (0.29)
aThe fraction of formed native contacts specific to the αC-helix in (out)
conformation QαC‑in (QαC‑out) is averaged over a set of 2000, 2000, and
6000 structures from the C, C*, and O ensembles, respectively. In
parentheses, only a subset of the native contacts of the αC-helix is
considered, namely, those involving the Glu310 residue. The statistical
standard deviation for all of the calculated quantities is around 0.07.
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range (3.5�3.8) the model would give quantitatively similar, and
qualitatively identical, results.
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Table 2. Comparison of Different Value of the Interaction
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ABSTRACT: The effectiveness of naturally occurring antioxidant caffeic acid in the inactivation of the very damaging hydroxyl
radical has been theoretically investigated by means of hybrid density functional theory. Three possible pathways by which caffeic
acid may inactivate free radicals were analyzed: hydrogen abstraction from all available hydrogen atoms, hydroxyl radical addition to
all carbon atoms in the molecule, and single electron transfer. The reaction paths were traced independently, and the respective
thermal rate constants were calculated using variational transition-state theory including the contribution of tunneling. The more
reactive sites in caffeic acid are the C4OH phenolic group and the C4 carbon atom, for the hydrogen abstraction and radical addition,
respectively. The single electron transfer process seems to be thermodynamically unfavored, in both polar and nonpolar media. Both
hydrogen abstraction and radical addition are very feasible, with a slight preference for the latter, with a rate constant of 7.29 �
1010 M�1 s�1 at 300 K. Tunnel effects are found to be quite unimportant in both cases. Results indicate caffeic acid as a potent
natural antioxidant in trapping and scavenging hydroxyl radicals.

1. INTRODUCTION

Phenolic compounds are plant secondary metabolites, and
they are commonly found in herbs and fruits such as berries,
apples, citrus fruit, cocoa, and grapes; vegetables like onions,
olives, tomatoes, broccoli, lettuce, and soybeans; grains and
cereals; green and black teas; coffee beans; propolis; and red
and white wines.1�8

Phenolic compounds are synthesized in the secondary meta-
bolism of plants from two major synthetic pathways: the
shikimate and the acetate pathway.9

Plants have evolved to produce phenolic compounds com-
pounds to protect against fungal parasites,10 herbivores, pathogens,
and oxidative cell injury.11 Furthermore, they produce stimuli to
assist in pollination12 and guide insects to their food source.10

In recent decades, phenolic compounds have attracted grow-
ing global interest upon the discovery of the so-called “French
Paradox”, i.e., the observation that although the French have a
tendency to smoke and a diet rich in fats, they show much
reduced rates of coronary heart diseases when compared with
other northern European nations.13 The most popular explana-
tion has been recognized in the relatively high daily consumption
of red wines rich in phenolic compounds by the French, which in
some way protects them from heart disease.1,14

The term phenolics encompasses approximately 8000 natu-
rally occurring compounds, all having a phenol ring. A further
classification divides them in polyphenols and simple phenols,
depending on the number of phenol subunits. Simple phenols
include phenolic acids.15 Polyphenols possessing at least two
phenol subunits include the flavonoids and the stilbenes. Those
compounds with three or more phenol subunits are referred to as
the tannins.16

The pharmacological, medicinal, and biochemical properties
of phenolics have been extensively reviewed.17�19 They have

been reported to have antioxidant,20 vasodilatory, anticarcino-
genic, antinflammatory, immune-stimulating, antiallergic, and
antiviraland estrogenic effects.21,22 In addition, inhibition activ-
ities against several enzymes like phospholipase A2, cyclooxy-
genase, lipoxygenase,23�30 glutathione reductase,31 and xanthine
oxidase enzymes32 were proven.

A diet rich in fruits and vegetables that contain these com-
pounds reduces the risk of cardiovascular and some other
diseases, and most countries have developed recommendations
for an increased intake of fruit and vegetables.33

The best described property of phenolics is their antioxidant
capability toward free radicals normally produced in cell meta-
bolism or in response to external factors. Free radicals can
damage biomolecules such as lipids, nucleic acids, and proteins;
cause cellular membranes peroxidation;34,35 and attract various
inflammatory mediators.36

Phenolic acids are phenols characterized by a carboxylic
functionality. They contain two distinguishing constitutive car-
bon frameworks: the hydroxycinnamic and hydroxybenzoic
structures. Hydroxycinnamic acids are more common than
hydroxybenzoic ones and consist mainly of p-coumaric, sinapic,
ferulic, and caffeic acids;15 the latter is thought to be the most
abundant in the diet.3

Phenolic acids exist primarily as conjugates of sugars, poly-
saccharides, or organic acids, whereas the free forms are less
frequently observed in nature. The quantitatively most important
conjugate of caffeic acid is its ester with quinic acid, 5-caffeoyl-
quinic acid (also known as chlorogenic acid). High concentra-
tions of phenolic acids are found in coffee, apples, citrus fruits and
juices, and the bran of cereal grains.3 Caffeic acid seems to
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contribute to color stability and protection against oxidation in
the red wines.37

Recent experimental evidence suggests caffeic acid to have a
beneficial impact in vivo.38�40 Caffeic acid has biological and
pharmacological properties, such as antiviral,41 antioxidant,42

anti-inflammatory,43 anticarcinogenic,44 and immunomodula-
tory activities.45 In addition, it completely blocks the production
of reactive oxygen species (ROS).46

According to a recent research,47 caffeic acid was a superior
antioxidant compared with p-coumaric and ferulic acids in
inhibiting LDL oxidation48,49 but also in quenching radicals50

and singlet oxygen.
The molecular basis for the antioxidant properties of phenolic

compounds is recognized in three main mechanisms, arising
from the direct reaction with free radicals.51�54 Another indirect
modus operandi comes from their ability to chelate free metals
that are involved in reactions finally generating free radicals.55,56

As primary antioxidants, polyphenols inactivate free radicals
according to the hydrogen atom transfer (HAT; eq 1), to the
radical adduct formation (RAF; eq 2), and to the single electron
transfer (SET; eq 3) mechanisms. In mechanism 1, the antiox-
idant, ArOH, reacts with the free radical, R•, by transferring to it a
hydrogen atom, through homolytic rupture of the O�H bond:

ArOH þ R• f ArO• þ RH ð1Þ
The radical adduct formation (RAF) mechanism (2) provides

for the formation of an adduct between the radical and the
antioxidant:

ArOH þ R• f ArOH� R• ð2Þ
The SET mechanism (3) provides for an electron to be

donated to the R•:

ArOH þ R• f ArOHþ• þ R� ð3Þ
The products of mechanisms 1, 2, and 3 (ArO•, ArOH�R•,

and ArOH+•) are aromatic structures in which the odd electron,
originated through the reaction with the free radical, has the
possibility to be spread over the entire molecule, resulting in a
significant radical stabilization.51�54

On the basis of the reaction rate constants of polyphenols
with several radicals and the stability of the polyphenol-derived
radicals, the antioxidant capability of some of these compounds
was evaluated. Among the hydroxycinnamates, caffeic acid (see
scheme 1) presented high rate constants toward several types
of oxidant species like ROO• (1.5 � 107 M�1 s�1),57 O2

•�

(0.96 � 106 M�1 s�1), HO• (3.24 � 109 M�1 s�1),58 and 1O2

(5.1 � 106 M�1 s�1).59

The caffeic acid oligomers have been shown to be very
effective scavengers of 2,2-diphenyl-1-picryl hydrazyl (DPPH)
and superoxide anion radicals.60,61

On the basis of what was previously mentioned, it is evident
that further research studies are needed and would be useful to
fully understand the antioxidant capability of phenolics and to
individuate a feasible molecular mechanism through which these
plant metabolites scavenge free radicals.

The aim of this work is to study the reactivity of caffeic acid
toward the OH radical, accepted to be one of the most reactive
among the ROSs, with a very short half-life (around 10�9 s) and
high reactivity. Different mechanisms and all possible sites of
reaction/attack have been examined. Thermodynamic and
kinetic data have been collected to identify the main channels
of reaction.

2. METHODS

Geometry optimization and frequency calculations were per-
formed by means of density functional theory (DFT). The Becke
exchange and Lee, Yang, and Parr correlation (B3LYP)62�65 and
the M05-2X66 functionals were chosen. The 6-31+G(d) basis
set67�70 was used for the representation of theC,O, andH atoms.

The M05-2X functional has been recommended for applica-
tions in thermochemistry, kinetics, and noncovalent interactions
by its developers,66 and it has been also successfully used by
independent authors.71�77 However, B3LYP still represents the
most widely used DFT functional, so it is used in this study for
purpose of comparison.

Vibrational frequencies were obtained at the M05-2X and
B3LYP levels, in order to compute the zero point energy
corrections and to determine the nature of all stationary points,
as minima and saddle points.

To confirm that a given transition state connects reactants and
products and to carry out the dynamical computations, the
intrinsic reaction coordinate (IRC) or minimum energy path
(MEP)78,79 was constructed at the M05-2X level, starting from
the respective saddle point geometry and going downhill to both
the asymptotic reactant and the product channels, in an iso-
inertial mass-weighted Cartesian coordinate system. A step size,
δs, of 0.02 bohr (where s is the distance along the MEP which
starts from 0 for the saddle point and assumes negative and
positive values for reactants and products, respectively) was used
in all cases. The second derivative matrix was computed at each of
three points along the reaction path.

Solvent effects were introduced as single point computations
on the optimized gas phase structures in the framework of the
self-consistent reaction field polarizable continuum model
(SCRF-C-PCM)80�82 in which the cavity is created via a series
of overlapping spheres. The united atom topological model
(UA0) applied on atomic radii of the UFF force field83 was used
to build the cavity, in the gas-phase equilibrium geometry. The
dielectric constant values ε = 78.3553 and ε = 2.2706 were
chosen to reproduce water and benzene media, respectively.

All rate constants were estimated by using canonical varia-
tional transition state theory (CVT),84�88 corrected by the
semiclassical multidimensional small-curvature tunnelling
(SCT) approach.89�92 The CVT/SCT method has been chosen
since it has been successfully applied on the reactions of radical
trapping performed by natural antioxidants.93�96

All of the calculations were performed using the Gaussian 0397

and Polyrate9.798 codes.

Scheme 1. Structure of Caffeic Acid
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3. RESULTS AND DISCUSSION

3.1. OH Scavenging by Caffeic Acid in the Neutral Form:
Geometries and Energies. In Scheme 2, a representation of all
possible reaction channels and attack sites for the trapping of the
•OH by caffeic acid is shown.
Hydrogen atom transfer (HAT) can occur from the C2H, C3OH,

C4OH,C5H,C6H,C10H,C20H, andC30OOHsites and radical adduct
formation (RAF) at the C1, C2, C3, C4, C5, C6, C10, C20, and C30 posi-
tions. In single electron transfer (SET), the one electron is transferred
from the HOMO of the phenolic molecule to the hydroxyl radical.

In Tables 1 and 2, the relative energies of the stationary points
(reactant complex (RC), transition state (TS), product complex
(PC), and products (P) for the HAT and reactant complex (RC),
transition state (TS), and product (P) for the RAF)with respect to
the reactants (R) are reported for all mechanisms investigated,
considering all positions of reactivity. In Figures 1, 2, 3, 4 and 5, the
M05-2X and B3LYP optimized geometries for stationary points
corresponding to theHAT,RAF, and SETmechanisms are shown.
Caffeic acid is a planar species, at both theM05-2X and B3LYP

levels, characterized by electronic conjugation and delocalization
that concern the whole molecule up to the carboxylic moiety.

Scheme 2. Possible Reaction Mechanisms



4221 dx.doi.org/10.1021/ct200572p |J. Chem. Theory Comput. 2011, 7, 4218–4233

Journal of Chemical Theory and Computation ARTICLE

In the minimum energy structure, the 3OH and 4OH groups are
arranged in such a way as to realize a hydrogen bond.

All HAT reactant complex (RC) stationary points are char-
acterized by a significant hydrogen bond established between the
•OH and the hydrogen present on the site where the abstraction
should occur.
In the reactant complex RC arising from the reaction at the

C2H site, two H bonds are established between the hydroxyl
radical and the C2H and C3OH moieties. •OH acts as donor in
the case of the interaction with the C3OH group (1.93 and 1.90 Å,
at M05-2X and B3LYP level) and as an acceptor toward C2H
(2.67 and 3.10 Å, at theM05-2X and B3LYP levels). The reaction
passes through a transition state (imaginary frequency at 1462
and 1549 cm�1, considering the M05-2X and the B3LYP
functionals) in which the hydrogen atom attached to the C2 is
being transferred to the hydroxyl radical (C2H 3 3 3OH and
C2 3 3 3HOH critical distances are 1.22 and 1.26 (M05-2X) and
1.18 and 1.31 Å (B3LYP)). M05-2X and B3LYP product
complexes (PC) show the water molecule hydrogen-bonded to
the C3OH group at 2.12 and 1.97 Å, respectively.
As far as HAT at the C3OH site is concerned, the two

functionals give very different results. Namely, M05-2X finds a
stationary point along the potential energy profile corresponding
to a complex between reactants (see Figure 1), characterized by
two hydrogen bonds involving the •OH and the C3OH (1.93 Å)
and the C4OH (1.98 Å) groups. Computations employing the
B3LYP functional have yielded a stationary point in which the H
transfer has occurred spontaneously without passing through a
saddle point and providing the product complex between the
water molecule and the caffeic acid radicalized at the C3O

•. This
different behavior may be due to the already known bad
treatment and description of nonbonded interactions by the
B3LYP functional.99 In the M05-2X transition state (3234i cm�1)
for the reaction at the C3OH, the hydrogen atom is contempo-
raneously bonded to the C3O and to the OH at 1.07 and 1.33 Å.
In the product complex, the water molecule is hydrogen-bonded

Table 2. M052X/6-31+G(d) and B3LYP/6-31+G(d) Rela-
tive Energies (in kcal/mol) of the Stationary Points for the
RAF Mechanism, Considering Both the Neutral and the
Deprotonated (In Parentheses) Forms of Caffeic Acid

RAF M052X

site RC TS P

C1 �1.06 (�9.96) 1.64 (12.30) �16.20 (�8.31)

C2 �4.48 (�9.91) �2.35 (5.09) �26.64 (�18.35)

C3 �4.42 (�1.51) �1.59 (5.58) �24.76 (�15.90)

C4 �7.35 (/) �5.99 (/) �34.49 (�27.62)

C5 �7.36 (�9.84) �4.24 (0.54) �24.16 (�16.80)

C6 �4.69 (�9.83) �2.41 (4.04) �24.42 (�17.91)

C10 �4.80 (�9.96) �3.41 (�2.87) �35.41 (�35.05)

C20 �8.92 (�9.84) �3.29 (�3.10) �36.48 (�43.00)

C30 �10.88 (�10.50) 9.33 (18.38) �4.63 (3.01)

RAF B3LYP

site RC TS P

C1 �5.13 (�19.72) 0.18 (�0.74) �10.52 (�13.78)

C2 �4.28 (�19.70) �4.27 (�8.48) �22.77 (�25.36)

C3 / (�13.28) / (�8.43) �19.35 (�21.25)

C4 / (/) / (/) �29.06 (�33.40)

C5 �6.63 (�19.71) �5.98 (�14.39) �20.37 (�23.83)

C6 �3.94 (�19.70) �3.04 (�10.41) �21.25 (�25.16)

C10 �8.04 (�19.72) �4.92 (�15.07) �28.38 (�39.53)

C20 �8.07 (�19.51) �2.29 (�15.47) �30.27 (�48.08)

C30 �9.92 (�20.62) 8.04 (6.23) �4.33 (�8.04)

Table 1. M052X/6-31+G(d) and B3LYP/6-31+G(d) Relative Energies (in kcal/mol) of the Stationary Points for the HAT
Mechanism, Considering Both the Neutral and the Deprotonated (In Parentheses) Forms of Caffeic Acid

HAT M052X

site RC TS PC P

C2H �6.57 (2.13) 7.56 (19.0) �4.31 (3.38) 1.63 (11.93)

C5H �7.32 (/) 4.38 (/) �10.56 (/) 0.32 (/)

C6H �4.66 (�9.96) 8.70 (19.0) �3.14 (�4.54) 1.01 (11.93)

C10H �8.92 (�9.92) 3.62 (2.89) �14.12 (�17.32) �5.70 (0.24)

C20H �5.85 (�9.92) 7.19 (3.51) �5.98 (�13.09) �0.20 (0.24)

C3OH �5.96 (/) 3.03 (/) �47.03 (�43.93) �35.42 (�32.52)

C4OH �5.79 (/) �1.00 (/) �45.89 (�49.01) �37.84 (�39.08)

C30OOH �10.86(/) 0.24 (/) 2.45 (/) �2.50 (/)

HAT B3LYP

site RC TS PC P

C2H �5.53 (�8.93) 5.52 (3.84) 3.77 (�7.69) 0.62 (0.02)

C5H �1.72 (/) 1.41 (/) �10.13 (/) �0.66 (/)

C6H �4.96 (�19.72) 5.80 (0.75) �9.88 (�15.75) 6.27 (�0.55)

C10H �8.09 (�19.67) 0.85 (�10.43) �14.21 (�28.39) �7.81 (�13.04)

C20H �5.14 (�20.11) 4.00 (�11.36) �6.13 (�24.67) �2.16 (�9.93)

C3OH / (/) / (/) �49.79 (�59.99) �39.35 (�49.17)

C4OH / (/) / (/) �48.78 (�66.29) �42.09 (�56.21)

C30OOH �9.92 (/) �5.39 (/) �14.92 (/) �10.47 (/)
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to the radicalized C3O at 1.93 (M05-2X) and 1.86 (B3LYP) Å.
A further H-bond involves the C3O

• and the hydroxyl at the C4,
which is always recognized to be the crucial feature ensuring
stability to the formed radical.100

Results concerning HAT at the C4OH moiety entail similar
considerations to those for the HAT at C3OH. B3LYP fails in
locating a stationary point corresponding to both the reactant
complex and the transition state. The complex between reactants

is obtained at theM05-2X level when the •OH radical approaches
the caffeic acid C4OH group at a distance of 1.96 Å (H-bond).
The H atom is then transferred to the hydroxyl radical through
the M05-2X transition state TS, at the imaginary frequency of
2785 cm�1 corresponding to the stretching of the C4O 3 3 3H and
C4OH 3 3 3OH couple of bonds (distances are 1.03 and 1.43 Å).
In the product complexes at both M05-2X and B3LYP,
H2O interacts with the radicalized oxygen in the caffeic acid,

Figure 1. M05-2X optimized geometries of the stationary points encountered along the HAT mechanism.
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Figure 2. B3LYP optimized geometries of the stationary points encountered along the HAT mechanism.
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establishing a H bond whose length is computed to be 1.94 and
1.92 Å for the two functionals, respectively. The internal hydro-
gen bond involving C3OH and C4OH is retained on going from
RC to TS to PC, and it contributes to the stabilization of the
electronic vacancy in the caffeic acid C4O radical.
The hydrogen transfer process from the C5H position starts

with the formation of the reactant complex that is described
differently by M05-2X and B3LYP functionals as far as the
weak interactions are concerned. In the M05-2X minimized
RC, •OH strongly interacts with the C4OH group (2.06 Å) and
to a lesser degree with the C5H (2.37 Å). The RC within the
B3LYP computations shows only a C5H 3 3 3OH hydrogen-like
interaction (2.60 Å). The transition state for the H transfer is
found when the C5 3 3 3HOH and C5H 3 3 3OH distances as-
sume the values of 1.24 and 1.28 Å (M05-2X) and 1.30 and
1.22 Å (B3LYP). Its nature of the saddle point is confirmed
by the imaginary frequencies at 1524 and 1580 cm�1, at the
M05-2X and B3LYP levels, respectively. M05-2X and B3LYP
geometries for the product complex are quite similar, as shown
in Figures 1 and 2.

The reactant complex between •OH and caffeic acid at the
C6H moiety shows a hydrogen like interaction between the
hydrogen in the hydroxyl radical and the π electrons in the
aromatic ring of the phenolic molecule, at both levels of theory.
Passing through the transition state in which the H atom is
bonded to both the carbon atom at 1.24 and 1.30 Å, and to the
hydroxyl radical at 1.25 and 1.20 Å, at M05-2X and B3LYP,
respectively, the reaction proceeds toward the product complex.
The M05-2X PC shows the water molecule interacting with the
radicalized C6 atom (HOH 3 3 3C distance is 2.51 Å), while in the
B3LYP computations the water molecule forms a H bond with
the C4OH group (see Figures 1 and 2).
The hydrogen atoms present in the CdC double bondmay be

in principle also abstracted by the OH radical, at both the C10 and
C20 positions.
Because of the presence of the carboxylic group, the reactant

complex (RC) within the pathway at the C10H is characterized by
a H bond with the carboxylic oxygen (1.88 and 1.85 Å, at the
M05-2X and B3LYP levels, respectively). Abstraction of the
C10 bonded hydrogen atom occurs through the transition state

Figure 3. M05-2X optimized geometries of the stationary points encountered along the RAF mechanism.
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(imaginary frequencies at 1605 and 1532 cm�1, at the M05-2X
and B3LYP levels, respectively) in which the critical distances
C10 3 3 3H and the C10H 3 3 3OH assume the values of 1.24 and
1.25 Å (M05-2X) and 1.28 and 1.22 Å (B3LYP). The HATC10H
pathway product complex shows a H bond involving the water
molecule and the carboxylic oxygen in the caffeic acid (∼1.96 Å
for both functionals) and a particular rearrangement of the
ethylene group perpendicular to the plane of the ring for both
functionals employed (see Figures 1 and 2). This reorganization
should favor resonance and conjugation effects and thus a better
stabilization of the unpaired electron in the just formed radical.
The RC for the HATC20H reaction shows, like the HATC10H

one, a strong interaction between the OH radical and the

carboxylic group (see Figures 1 and 2). The H atom is shared
between the C20 and the O atoms in the transition state, for which
animation of the vibrational modes at 1527i and 1513i cm�1

frequency values proposes the stretching of the C20 3 3 3H and
C20H 3 3 3OH bonds. M05-2X and B3LYP product complexes
show the same geometrical features (see Figures 1 and 2).
As far as the H abstraction by •OH from the COOHmoiety is

concerned, the reactant complex appears to be characterized by
two strong H bonds in the reaction part, as shown in Figures 1
and 2, by both employed functionals, which predict also very
similar geometries for the saddle point (imaginary frequencies
are 1362 and 1372 cm�1, at the M05-2X and B3LYP levels). To
the contrary, the structure for the product complex is quite

Figure 4. B3LYP optimized geometries of the stationary points encountered along the RAF mechanism.
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different since the M05-2X optimized geometry shows the water
molecule involved in two H bonds with the COO• group (2.10
and 2.62 Å), while B3LYP computations locate on the potential
energy profile a stationary point with only one H bond (2.02 Å).
The formation of the reactant complex is predicted to be

energetically favored for all reaction sites by both functionals
employed (see Table 1), especially in the case of the COOH
(ΔE =�10.86 and�9.92 kcal/mol with respect to the unbound
reactants, at M05-2X and B3LYP, respectively). M05-2X and
B3LYP also give the same trend of relative energetic stability,
with the only exception being the C5H RC, which is found to lie
7.32 (M05-2X) and 1.72 (B3LYP) kcal/mol below the asymp-
tote. This difference in the energy is due to the diverse geome-
trical structure for this stationary point.
Energy barriers (TS relative energies reported in Table 1) for

the H transfer, determined at the M05-2X level, indicate that this
process is particularly favored from the C4OH site, followed by
the reaction at C30OOH and C3OH. In the case of the B3LYP
computations, the lack of some stationary points not located on
the potential energy profile prevents us from indicating an
accurate trend.
HAT processes are predicted to be thermodynamically very

favored in the case of the C3OH andC4OH groups, as the relative
energies for the PC and P stationary points suggest.
In agreement with previous works,52�54,96,100 results reported

here indicate that the C4OH site seems to be the most reactive
one within the HAT mechanism. The better reactivity of the
C4OH group toward the •OH is mainly due to the stability
generated by the intramolecular H bond between the two
phenolic groups that is retained on going from free caffeic acid
to the reactant complex, to the transition state up to the product
complex and free products. This H bond helps in stabilizing the
electronic deficiency generated on the phenolic oxygen during the
H abstraction reaction. Additionally, in the product complex and
free products coming from radicalization at the 4OH site, the
unpaired electron generated is delocalized over the whole mole-
cule thanks to the electronic conjugation characterizing the caffeic
acid. Atomic spin densities for the PC of the reaction channels
listed in Table S1 in the Supporting Information indicate that
when OH radicalization occurs at the C4OH position, a broad
delocalization of the unpaired electron involving the C1, C2, C3,
C5, C6, C10, C20, and C4O atoms occurs. Radicalization at the
C3OH entails a delocalization of the odd electron only on the
aromatic ring since C10 and C20 atoms are not involved. For the
other positions, this stability cannot be achieved.
The addition of the •OH radical to the carbon atoms in the

caffeic acid (RAF mechanism) starts again with the formation of

weak-bonded complexes in which the radical is involved in
hydrogen like interactions and/or interactions with the π
electrons.
The reactant complex for the RAF process at the C1 position is

characterized by an interaction of the •OH with the π electrons
and by a H bond with the carboxylic group, as far as M05-2X and
B3LYP computations are concerned. The visualization of the
imaginary frequencies for the transition state (at 497 (M05-2X)
and 352 (B3LYP) cm�1) shows the stretching of the HO 3 3 3C1

incoming bond. In both cases, the�CHdCH�COOH chain is
slightly twisted with respect to the phenyl ring (the
C2�C1�C10�C20 dihedral is found to be 18.43� and 15.56�, at
theM05-2X and B3LYP levels, respectively). Finally, the product
is characterized by a HO�C1 σ bond at 1.45 and 1.47 Å; the
conjugation between the �CHdCH�COOH chain and the
phenyl ring has completely disappeared (see Figures 3 and 4).
Both M05-2X and B3LYP reactant complexes (RC) present a

weak interaction between the aromatic ring and the •OH
(HO 3 3 3C2 distance is 2.59 and 2.24 Å). The transition state is
located when the HO 3 3 3C2 distance assumes the value of 2.06
(at 428i cm�1) and 2.20 (66i cm�1) Å, considering the M05-2X
and B3LYP computations. In the product, the HO that is now
bonded to the C2 at 1.43 (M05-2X) and 1.45 (B3LYP) Å is
oriented in such a way as to realize an interaction of the hydrogen
with the π electrons in the phenyl ring rather than a H bond with
the hydroxyl attached at the C3.
Any attempt to locate the corresponding C3 reactant complex

within the RAF mechanism at the B3LYP level invariably led to
structures that correspond to the final product for this channel or
to the C3OH HAT PC point. Only M05-2X locates a reactant
complex on the potential energy profile, showing a HO 3 3 3C3

distance of 2.79 Å and an interaction of the hydroxyl hydrogen
with the π electrons (see Figure 3). In the M05-2X C3 RAF
transition state, the HO 3 3 3C3 bond is forming at 2.05 Å, as
indicated by the imaginary frequency at 403 cm�1 corresponding
to the stretching of this bond. M05-2X and B3LYP product
structures are shown in Figures 3 and 4 and present very similar
arrangements.
Concerning the RAF at the C4 position, again B3LYP does not

find any structure corresponding to a reactant complex (as well as
later to the transition state). This structure, indeed located with
the M05-2X calculations for a HO 3 3 3C4 distance of 2.87 Å,
presents also a H bond with the C4 hydroxyl. The C4 RAF
channel passes through a transition state in which the HO 3 3 3C4

bond is forming at 2.20 Å (imaginary frequency at 247 cm�1).
OH finally establishes a σ bond with the C4 carbon atom
(distances are 1.43 and 1.45 Å, at M05-2X and B3LYP,
respectively).
The reactant complex for the RAF at the C5 position is very

similar to the RC obtained for the RAFC4 channel at theM05-2X
level, while B3LYP computations find a stationary point in which
the hydroxyl radical establishes a OH 3 3 3π electron interaction
(see Figures 3 and 4). The attack by the •OH radical on the C5

carbon atom occurs when the HO 3 3 3C5 distance assumes the
critical value of 2.03 (M05-2X) and 2.01 (B3LYP) Å. The nature
of the transition state for this saddle point is clearly indicated by
the imaginary frequency at 391 and 282 cm�1, at theM05-2X and
B3LYP levels, respectively. The TS evolves into the product, in
which the C5�OHbond is completely formed at 1.44 and 1.46 Å.
The RC obtained for the RAF C6 channel shows a weak

interaction between the •OH and the C6 carbon atom at 2.59
(M05-2X) and 2.39 (B3LYP) Å. In the transition state, the bond

Figure 5. M05-2X and B3LYP optimized geometries of the radical
cation arising from the SET mechanism.
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OH 3 3 3C6 measures 2.07 and 2.29 Å, at the M05-2X and B3LYP
levels, respectively. The vibrational normal mode with an imagin-
ary frequency at 435 and 207 cm�1 is the stretching of this bond.
After the TS, a covalent product is located on the M05-2X and
B3LYP potential energy profiles for a HO�C6 bond of 1.44 and
1.46 Å, respectively. Only the C6 carbon assumes the sp3 config-
uration, while the other carbon atoms retain the sp2 hybridization
as it occurs for the other RAF channels (see Figures 3 and 4).
The process which leads to •OH radical addition to the

HCdCH moiety (at positions C10 and C20) or to the carboxylic
group may also occur. As far as the C10 addition is concerned, the
reactant complex (RC) presents a different arrangement depend-
ing on the exchange-correlation functional used. Particularly,
B3LYP optimization leads to a RC in which the OH radical
establishes aH bond with the�COOHgroup, while theM05-2X
one shows a weak interaction between the hydroxyl radical and
the �CHdCH� moiety. •OH addition occurs through the
transition state TS for a HO 3 3 3C10 distance of 2.12 (M05-2X,
376i cm�1) and 2.29 (B3LYP, 125i cm�1) Å. The next point after
the TS is the product whose geometry is predicted to be very
similar by both functionals. TheHO�C1 bond assumes the value
of 1.42 Å in both cases, with the OH pointing toward the oxygen
of the�COOH group (H bond is 2.07 and 1.94 Å at theM05-2X
and B3LYP levels, respectively).

•OH addition at the C20 position entails the formation of the
reactant complex that, at both M05-2X and B3LYP levels of
theory, is characterized by a strong H bond with the carboxylic
group (see Figures 3 and 4). At the saddle point for radical
addition, the HO�C20 distance is 2.26 Å at the M05-2X level and
2.16 Å at the B3LYP level (imaginary frequencies are 283 (M05-
2X) and 183 (B3LYP) cm�1). The HO�C20 bond is completely
formed in the product at 1.42 (M05-2X) and 1.44 (B3LYP) Å.
In the •OH addition at the �COOH group, the radical

approaches in the same plane of the molecule because of the
formation of two H bonds with the carboxylic group (see
Figures 3 and 4). The transition state sees the •OH attacking
the carboxylic carbon atom at 1.82 (M05-2X, 663i cm�1) and
1.83 (B3LYP, 497i cm�1) Å and leads to the product character-
ized by a HO�CCOOH bond whose length is found to be 1.42 Å
by both functionals.
In Table 2, the energies for the three regions RC, TS, and P

relative to the free reactants taken into account within all
channels for the RAF mechanism are reported.
Reactant complex formation is energetically favored in all

investigated cases, by both M05-2X and B3LYP functionals,
especially considering the addition at the C30 position in the side
chain (�10.88 and�9.92 kcal/mol, atM05-2X and B3LYP level,
respectively) because of the formation of several H bonds.
Energy barriers for the addition of the •OH on the caffeic acid

are found all below the asymptote, suggesting that this pathway
occurs very easily. Exceptions to it are represented by the •OH
addition on the C1 and C30OOH positions for which TSs are
computed to lie at 1.64 and 9.33 kcal/mol, at the M05-2X level,
and 0.18 and 8.04 kcal/mol, at the B3LYP level, over the
asymptote. This is quite expected since •OH addition to the C1

site entails the rupture of the π delocalization from the aromatic
ring to the�CHdCH�COOH chain and the rearrangement of
the latter, while RAF at the C30OOH destroys the delocalization
involving the carboxylic group locating the unpaired electron to
the oxygen in the carbonyl.
The final adducts are found to lie below the asymptote for

all examined cases, indicating that the RAF process is quite

thermodynamically favored. The P’s for the RAF C10 and RAF
C20 are found at �35.41 and �36.48 kcal/mol, at the M05-2X
level, and �28.38 and �30.27 kcal/mol, at the B3LYP level. In
these adducts, the unpaired electron may be delocalized on the
oxygen in the carbonyl in the case of RAF C20 and over the
aromatic ring in the case of the RAF C10, as suggested by the
atomic spin densities reported in Table S2 in the Supporting
Information for the final adducts. P for the RAF C4 is found at
�34.49 (M05-2X) and �29.06 (B3LYP) kcal/mol. The odd
electron may be delocalized over the aromatic ring and up to the
C10 and C20 carbon atoms, even if no involvement of the
carboxylic group is detected in this case (see atomic spin densities
in Table S2). This significant possibility of delocalization of the
unpaired electron in the final adduct, which does not occur for
the RAF at the remaining positions, is the main feature of
stabilization.
Considering both the thermodynamics and the kinetics of the

process, the most reactive site within the RAF process is
represented by the C4 position. In fact, the lowest barrier
corresponds to the radical addition to this site, as well as a good
thermodynamic stabilization. This is mainly due to the broad
electronic delocalization that occurs when •OH adds to the C4

carbon atom. However, the radical addition to all carbon atoms,
with the only exception being the carbon in the�COOH group,
seems to be quite viable since all stationary points are predicted
to lie below the entrance channel.
A single electron transfer (SET) process occurs without

passing through a saddle point, so for this channel, information
about the structure of the radical cation of caffeic acid upon single
electron removal and reaction energy (ΔE) for the process are
provided.
The caffeic acid radical cation is a planar species as the parent

molecule, at both the M05-2X and B3LYP levels. H bonds are
retained upon electron removal (Figure 5). Analysis of the
atomic spin densities (Table S3 in the Supporting Information)
reveals that the unpaired electron is delocalized over the aromatic
ring, with the exception of the C5 carbon atom, and also on the
�CHdCH�COOH chain, especially involving C10 and C20.
The ΔE of reaction for the SET process is computed to be

149.38 and 140.22 kcal/mol, at theM05-2X and B3LYP levels, so
it is found to be endergonic by both functionals. So, this
mechanism may be ruled out for the possible radical scavenging
activity of caffeic acid toward the hydroxyl radical with respect to
HAT and RAF pathways.
Concerning the performance of the two exchange-correlation

functionals for the prediction of the three mechanisms, we may
point out that both give shapes for the classical reaction profiles
that are qualitatively similar. But, they differ considerably in the
values for the relative energies. In particular, B3LYP under-
estimates the barrier heights with respect to M05-2X. In some
cases, B3LYP fails in locating RC and TS on the potential energy
profile (C3OH and C4OH HAT, and C3 and C4 RAF). This
behavior is mainly ascribed to its development since it has only
been parametrized against a data set of thermochemistry, so its
tendency toward predicting lower barrier heights is shown.101

Indeed, M05-2X has been parametrized and tested also against
38 barrier heights for hydrogen transfer (HT) processes, 18 of
which involve radicals as reactants and products, and it is
recommended by the authors to be used for thermochemical
kinetics, noncovalent interactions (especially weak interaction,
hydrogen bonding, π�π stacking, and interactions energies of
nucleobases), giving the best composite results for energetics.66
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Furthermore, it has been shown elsewhere102 that functionals that
perform well for hydrogen-transfer barrier heights also perform
well for barrier heights of more general classes of reaction.
Considering these arguments and also thatM05-2X functionals

have been successfully used by independent authors,71,74,77 we
believe that the energetics predicted by M05-2X may be more
reliable.
In Table 3, the activation (ΔE() and reaction (ΔE) energies

are listed for all HAT, RAF, and SET mechanisms, in both polar
(water) and nonpolar (benzene) media, to observe the effects of
the environment on the energetics and thus on the viability of the
three mechanisms investigated. The results are reported only
with the M052X functional because of its better reliability, as
discussed previously.
The channel requiring the lower activation energy within the

HAT mechanism is the C4OH one in a water medium (�0.85
kcal/mol), while in a benzene medium the C30OOH HAT
presents the lowest barrier height (0.24 kcal/mol), even if
C4OH HAT follows with a barrier of 0.30 kcal/mol.
As far as the RAF process is concerned, the reactivity order in

terms of activation energy in a water medium is C20 (�4.41 kcal/
mol) > C4 (�3.89 kcal/mol) > C2 (�3.15 kcal/mol) > C10

(�2.99 kcal/mol) > C6 (�2.52 kcal/mol) > C3 (�2.00 kcal/
mol) > C5 (�1.55 kcal/mol) > C1 (0.13 kcal/mol) > C30 (10.56
kcal/mol). In a benzene medium, the order found is C4 (�4.74
kcal/mol) > C20 (�4.58 kcal/mol) > C5 (�3.39 kcal/mol) > C10

(�3.29 kcal/mol) >C2 (�2.63 kcal/mol) >C6 (2.39 kcal/mol) >
C1 (1.08 kcal/mol) > C30 (9.54 kcal/mol). So, the medium does
not seem to influence the barrier height or the reactivity order.

Also, the thermodynamics seem to be insensitive to both polar
and nonpolar media since reaction energies are more or less the
same computed in the gas phase. Again, HAT at the C4OH and
RAF at the C4 positions are the more reliable pathways.
The SET pathway is likely to be favored by polar environments

that may solvate the ionic species formed during the reaction, so
theΔE of the reaction in solution could provide a more complete
investigation. In water and benzene, the ΔE values of reaction
reported in Table 3 are quite affected by the solvent, and in
particular, a watermedium lowers the value by around 125 kcal/mol.
The effect of a nonpolar environment is also quite important
since the ΔE of reaction decreases by ∼70 kcal/mol. However,
the SET process remains to be thermodynamically unfavored
with respect to HAT and RAF, also taking into account the
solvent, so that it may be ruled out for the possible radical
scavenging activity of caffeic acid toward the hydroxyl radical.
On the basis of these results, the HAT and RAF mechanisms

are found to be very feasible as possible channels for the
scavenging activity of the caffeic acid toward the hydroxyl radical.
In the case of the former, the channel exhibiting the more reliable
energetics is the hydrogen abstraction from the hydroxyl at-
tached at the C4. The RAF process indeed provides very low
activation energies and thermodynamical feasibility regardless of
the particular site of addition, with a slight preference for the
insertion at the C4 position. The presence of the environment
and its polarity do not seem to particularly influence the
energetics involved.
3.2. OH Scavenging by Caffeic Acid in the Deprotonated

form. The pKa of caffeic acid is 4.62,58 indicating that this
compound will primarily exist in anion form in the carboxylic
functionality in the environment at physiological pH. So, to
provide a detailed exploration about the radical scavenging
activity of caffeic acid toward •OH, also the anionic form of
caffeic acid has been taken into account, considering HAT, RAF,
and SET mechanisms.
The anion of the caffeic acid is also a planar species, at both the

M05-2X and B3LYP levels.
Concerning the HAT mechanism, the RC stationary points

are characterized by the formation of strong H bonds involving
the •OH radical and the carboxylate group of the caffeic acid. The
only exception is the HAT at the C2H position, in which the
hydrogen-like interaction is established with the 3OH group at
both theM05-2X and B3LYP levels (see Figures S1 and S2 in the
Supporting Information). HAT at the C2H proceeds toward the
transition state, in which the H is shared between the OH radical
(C2H 3 3 3OH distance is 1.24 and 1.20 Å) and the carbon atom
(C2 3 3 3HOH distance is 1.25 and 1.35 Å), leading to the product
complex (see Figures S1 and S2).
Both functionals fail in locating, on the potential energy

profile, the reactant complex coming from the interaction
between the •OH and the hydrogen attached to the C5, C3OH,
and C4OH positions. Concerning the two latter cases, the
optimizations yield as final results the product complex for the
HAT C3OH and HAT C4OH, respectively. In the former,
indeed, M05-2X and B3LYP computations yield the product
complex PC referable to the HAT C4OH; i.e., no stationary
points (RC, TS, PC, and thus P) for the HAT C5 are found, so
this channel is ruled out.
HAT at the C6H site starts with the formation of a reac-

tant complex characterized by a strong H bond (1.63 Å at both
M05-2X and B3LYP) between the hydroxyl radical and one
oxygen atom of the carboxylate. Through a transition state

Table 3. M05-2X/6-31+G(d) Activation (ΔE() and Reac-
tion (ΔE) Energies (in kcal/mol) in Water and Benzene
Media

ΔE( ΔE

water benzene water benzene

SET

/ / 25.94 79.90

HAT

C2 7.57 6.78 �0.65 0.57

C5 6.47 4.75 �0.84 �0.39

C6 8.90 8.65 �1.08 �0.03

C10 4.47 3.35 �7.83 �6.43

C20 7.29 6.80 �2.18 �1.08

C3OH 4.37 1.82 �36.20 �35.96

C4OH �0.85 0.30 �38.44 �38.30

C30OOH 0.95 0.24 �4.13 �3.28

RAF

C1 0.13 1.08 �16.40 �16.36

C2 �3.15 �2.63 �27.09 �23.99

C3 �2.00 �1.79 �25.44 �25.30

C4 �3.89 �4.74 �32.84 �34.13

C5 �1.55 �3.39 �22.03 �23.75

C6 �2.52 �2.39 �26.13 �25.38

C10 �2.99 �3.29 �34.31 �35.25

C20 �4.41 �4.58 �36.65 �36.92

C30OOH 10.56 9.54 �3.59 �4.56



4229 dx.doi.org/10.1021/ct200572p |J. Chem. Theory Comput. 2011, 7, 4218–4233

Journal of Chemical Theory and Computation ARTICLE

(1511i (M05-2X) and 1630i (B3LYP) cm�1) in which the
hydrogen is contemporaneously bonded to both the C6 atom
(1.23 (M05-2X) and 1.33 (B3LYP) Å) and the •OH group
(1.27 (M05-2X) and 1.20 (B3LYP) Å), it is transferred to the
hydroxyl radical forming the product complex between the H2O
and the C6 radicalized caffeic acid.
The H-atom transfer reaction occurring between the •OH

radical and the C10H sees the formation of a reactant complex
obtained for a C10H 3 3 3OH distance of 1.63 Å at both levels of
theory. The transition state, necessary to proceed toward the
product complex, is characterized by a C10 3 3 3HOH and a
C10H 3 3 3OH distance of 1.24 and 1.25 Å at the M05-2X
(imaginary frequency is 1498 cm�1) level and 1.29 and 1.21 Å
at the B3LYP level (imaginary frequency is 1534 cm�1). Both
M05-2X and B3LYP product complexes predict the delocaliza-
tion of the unpaired electron on the whole molecule with the
exception of the carboxylate, which is quite perpendicular to the
rest of the molecule (see Figures S1 and S2, Supporting
Information).
For the HAT process at the C20H position, the reactant

complex shows a H bond established between the hydroxyl
radical and the carboxylate group (1.60 and 1.62 Å, at M05-2X
and B3LYP, respectively). Both M05-2X and B3LYP saddle
points (imaginary frequencies are 1624 and 1159 cm�1) for
the H-transfer show the incoming bond of the hydrogen to the
•OH (C20 3 3 3H and C20H 3 3 3OH distances are 1.21 and 1.31 Å
and 1.25 and 1.29 Å, at the M05-2X and B3LYP levels,
respectively). In the product complex, the conjugation between
the�CHdCH�COO� and the aromatic ring is lost, especially as
far as the B3LYP computations are concerned (O�C30�C20�C10

dihedral is 38.81�).
Product complexes for the C3OH and C4OH HAT show the

water molecule hydrogen bonded to the radicalized oxygen atom
in the caffeic acid. B3LYP indicates that the carboxylate group is
not coplanar with the rest of the molecule, as can be noted from
Figures S1 and S2 (Supporting Information).
With regard to the energetics of theHATprocess for the anion of

the caffeic acid (values in parentheses in Table 1), wemay conclude
again that the hydrogen attached to the C4 carbon atom is the most
susceptible to be transferred to the hydroxyl radical, in such a way
that the computations do not find a complex between reactants, and
the thermodynamics are particularly favored in this case.
As expected, B3LYP underestimates barrier heights and over-

estimates thermodynamics of all channels of the HAT process
with respect to the M05-2X.
RAF at the C1 starts with the formation of the reactant

complex that again is characterized by the establishment of a H
bond between the hydroxyl radical and the carboxylate group, as
occurred for the HAT at the C6, C10, and C20 and as it will occur
for the RAF at the C2, C5, C6, C10, and C20. In the saddle point for
the •OH addition, whose nature of transition state is confirmed
by the imaginary frequencies at 434 and 331 cm�1, at the M05-
2X and B3LYP levels, respectively, the distance HO 3 3 3C1

assumes the values of 2.04 Å (M05-2X) and 2.00 Å (B3LYP).
The final adduct shows a HO�C σ bond and the disappearance
of the conjugation between the �CHdCHdCOO� and the
phenyl (see Figures S3 and S4 in the Supporting Information).
After the formation of the reactant complex, the RAF process

at C2 proceeds toward the final adduct after passing through the
transition state (434i (M05-2X) and 236i (B3LYP) cm�1) in
which the •OH is approaching the C2 carbon atom at 2.07 and
2.10 Å, at the M05-2X and B3LYP levels, respectively.

The reactant complex for the RAF C3 presents a
•OH radical

pointing toward the carbon atom at a distance of 2.89 and 2.97 Å,
which becomes 2.08 and 2.00 Å in the saddle point (imaginary
frequencies are 279 and 334 cm�1), and 1.43 and 1.45 Å in the
final adduct, at the M05-2X and B3LYP levels, respectively.
Both M05-2X and B3LYP computations fail in locating the

reactant complex for the RAF at C4, since optimizations yield the
final adduct at C4 for a HO�C4 distance of 1.45 and 1.47 Å,
respectively. The B3LYP final adduct presents a loss of conjuga-
tion between the side chain and the rest of the molecule with
respect to the M05-2X one.

•OH addition at the C5 site occurs through a saddle point in
which the radical approaches the carbon at 2.11 Å with an
imaginary frequency of 185 cm�1, as indicated by the M05-2X
computations, and 1.94 Å with an imaginary frequency of
342 cm�1 considering the B3LYP ones. The HO�C5 bond is
finally established in the final adduct at 1.46 and 1.48 Å, as far as
M05-2X and B3LYP optimizations are concerned.
Upon the formation of the reactant complex, the RAF process

at C6 evolves toward the transition state in which the HO 3 3 3C6

bond distances are 2.11 and 2.23 Å and the imaginary frequencies
are 376 and 250 cm�1, at the M05-2X and B3LYP levels,
respectively. In the next product of the reaction, the HO�C6

bond length is 1.45 (M05-2X) and 1.47 (B3LYP) Å.
RAF at C10 and C20 entails the formation of the reactant

complex characterized by a H bond with the negative carboxylate
group in both cases. The transition state for the hydroxyl radical
addition occurs for a HO 3 3 3C10 and HO 3 3 3C20 distance of 2.11
and 2.18 Å, at the M05-2X level, and 2.16 and 2.36 Å, at the
B3LYP one. The nature of the TS is confirmed by the imaginary
frequencies at 410 (M05-2X) and 206 (B3LYP) cm�1 and 373
(M05-2X) and 140 (B3LYP) cm�1, for the RAFC10 and RAFC20,
respectively. Geometries of the final adduct within RAF at C10 and
C20 are predicted to be very similar by both M05-2X and B3LYP
functionals (see Figures S3 and S4, Supporting Information).
Finally, the RAF process at the C30 in the carboxylate entails

the transition through the saddle point in which the hydroxyl
radical is approaching the carbon atom at 1.77 and 1.71 Å, with an
imaginary frequency of 436 and 509 cm�1, at the M05-2X and
B3LYP levels, respectively. The product shows the formation of a
HO�C30 bond whose distance is 1.45 and 1.47 Å, as far as the
M05-2X and B3LYP computations are concerned.
Formation of the reactant complexes is exothermic for all sites

except for the C3 one, because of the different arrangement of
the adduct, as indicated before. Transition states are found at
12.30 (C1), 5.09 (C2), 5.58 (C3), 0.54 (C5), 4.04 (C6),�2.87 (C10),
�3.10 (C20), and 18.38 (C30) kcal/mol with respect to the
asymptote, and when compared to the values obtained for the
neutral form of the caffeic acid they show a reduced reactivity
toward the •OH scavenging. Also, the thermodynamics of the
process are less favored with respect to the neutral form of the
antioxidant. Again, the C4 site may be recognized as the most
reactive in the radical adduct formation mechanism (the results
in parentheses in Table 2).
The ΔE values of 57.50 (M05-2X) and 35.77 (B3LYP) kcal/

mol for the single electron transfer (SET) process indicate that
this mechanism is quite unfavored also when the antioxidant is
present in the ionic form, and thus it can be concluded that caffeic
acid does not follow this reaction channel.
3.3. Rate Constants. The M05-2X/6-31+G(d) computed

rate constants as a function of the temperature for the H atom
abstraction from the C4OH group and for the radical addition at
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the C4 position in the caffeic acid by the HO
• radical are collected

in Tables 4 and 5. Our choice to report only theMEP at theM05-
2X level is due to the fact that this functional provides more
reliable kinetics and thermodynamics than B3LYP, also accord-
ing to previous works on this matter.95,96

Concerning the H-atom transfer mechanism, all rate constants
(kTST, kCVT, and kCVT/SCT) are on the order of 109 at 300 K
(Table 4), meaning that the reaction is very fast and diffusion-
limited, and underlining the excellent antioxidant activity of
caffeic acid toward the •OH radical.
It is worth noting that important variational effects (i.e., the

ratio between variational CVT and conventional TST rate
constants) are present in the hydrogen abstraction reaction
under investigation. The differences between the conventional
transition-state rate constants (kTST) and the variational transi-
tion-state rate constants (kCVT) are caused by these marked
variational effects, which are more evident at low values of
temperature. At all temperatures, the variational transition state
location, specified by the value of s*CVT(T), moves toward the
reactant side of the PES. For example, the value of s*CVT(T) is
found at �0.1355 bohr at 300 K.
As can be noted by the kCVT/SCT values reported in Table 4,

and due to the little significant barrier height for the H abstrac-
tion from the C4OH group, tunneling plays a rather modest role
in the dynamics of the HAT process.
The computed rate constants for the RAF process (Table 5)

indicate that this channel is slightly favored with respect to the
former. In fact, at 300K, the rate constants are on the order of 1010.
In this case, variational effects on computed rate constants are

less significant. At 300 K, kTST and kCVT values are 9.33 � 1010

and 7.29 � 1010 M�1 s�1, indicating that the classical potential
energy contribution predominates over the entropy contribu-
tion. Again, tunneling contributions on thermal rate constants
are quite negligible, as expected since the addition reaction is a
barrierless reaction and involves the movement of heavy atoms.

The calculated rate constants for both abstraction and addition
reactions show a negative temperature dependence and, conse-
quently, a negative activation energy, which may be expected for
a free radical reaction involving •OH as the most reactive among
the ROS species.
Pulse radiolytic experiments about the •OH scavenging cap-

ability of caffeic acid, conducted in slightly alkaline solutions,103

have yielded rate constants of 7.4� 109M�1 s�1. Other literature
values104,105 are 5.5( 0.8� 109M�1 s�1 and 3.24� 109M�1 s�1.
Experimentally, the HAT mechanism is suggested to be the
essential channel, followed by caffeic acid, and thus is responsible
for these rate constants.103 At 300 K, the theoretical rate constant
computed by us for the abstraction reaction is on the same order
of magnitude as the experimental values.

4. CONCLUSIONS

In this study, we have performed theoretical calculations to
investigate the efficiency of a naturally occurring antioxidant
molecule, i.e., the caffeic acid, in scavenging the very damaging
•OH free radical, which can arise in living organisms.

Three different pathways of reaction have been deeply ana-
lyzed, H-atom abstraction, radical addition, and single electron
transfer. All possible sites of reaction have been investigated in
order to obtain the more reliable pathways.

Both hydrogen abstraction and radical addition channels are
very feasible, in terms of thermodynamics and kinetics, in the gas
phase and in polar and nonpolar media. Within the former
mechanism, the most reactive site is the phenolic OH attached to
the C4 carbon in the aromatic ring, since a strong exothermicity
(≈ 40 kcal/mol) and a negative barrier height (�1 kcal/mol) are
obtained within this channel. •OH addition on the C4 carbon
atom is the favorite within radical addition formation. The single
electron transfer process seems to be very unlikely since unfavor-
able thermodynamics are found for this mechanism, regardless of
the presence on the environment.

The rate constants for th twomost probable mechanisms were
independently calculated by using variational transition-state
theory with multidimensional tunneling. Obtained values are
1.8548 � 109 and 7.2868 � 1010 M�1 s�1, for the hydrogen
abstraction and radical addition, respectively. Variational effects
are significant in the case of the hydrogen transfer process, due to
the flat potential energy profile, so that conventional transition
state theory does not seem to be adequate for this reaction.

Tunneling seems to have a negligible effect in both cases.
We have found that the •OH addition mechanism on caffeic

acid is slightly favored with respect to the hydrogen transfer.
The final rate constants present a negative temperature

dependence, leading to a negative activation energy. This nega-
tive value may be due to the negative value of the enthalpy
associated with the generalized transition state, where the
tunneling effect is negligible.

The agreement with available experimental data lends con-
fidence to the theoretical level and model used.

’ASSOCIATED CONTENT

bS Supporting Information. Figures showing the M05-2X
and B3LYP optimized geometries of the stationary points
coming from the reaction between the anion of caffeic acid and
the hydroxyl radical, for HAT, RAF, and SET mechanisms.
Tables reporting the atomic spin densities at the M05-2X level

Table 4. Rate Constants (M�1 s�1) Computed at M052X
Level of Theory for the HAT Mechanism at the 4OH Site of
Caffeic Acid

T (K) kTST kCVT kCVT/SCT

150 3.82 � 1011 1.25 � 1010 1.22 � 1010

200 5.64 � 1010 4.57 � 109 4.35 � 109

300 9.76 � 109 1.85 � 109 1.65 � 109

400 4.65 � 109 1.31 � 109 1.12 � 109

500 3.31 � 109 1.07 � 109 9.33 � 108

600 2.85 � 109 1.06 � 109 9.39 � 108

Table 5. Rate Constants (M�1 s�1) Computed at M052X
Level of Theory for the RAF Mechanism at the C4 Site of
Caffeic Acid

T (K) kTST kCVT kCVT/SCT

150 1.26 � 1014 1.26 � 1014 1.25 � 1014

200 3.20 � 1012 2.90 � 1012 2.16 � 1012

300 9.33 � 1010 7.29 � 1010 6.00 � 1010

400 1.84 � 1010 1.33 � 1010 1.15 � 1010

500 7.59 � 109 5.29 � 109 4.70 � 109

600 4.55 � 109 3.06 � 109 2.78 � 109
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in the products coming from HAT, RAF, and SET mechanisms.
Figures showing the minimum energy path and the adiabatic
potential-energy profiles computed at the M052X level for the
HAT andRAFmechanisms. Complete refs 97 and 98. Thismaterial
is available free of charge via the Internet at http://pubs.acs.org.
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